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Abstract: Digital mammography is considered to be the most effective imaging modality for early detection of breast cancer. Masses
and microcalcifications are two early signs of breast cancer. For the detection of masses, segmentation of mammograms results in ROIs
(regions of interest) which not only include masses but suspicious normal tissues as well, which lead to false positives. The problem
is to reduce the false positives by classifying ROIs as masses and normal tissues. In addition, the detected masses are required to be
classified as malignant and benign. We address these two problems using textural properties of masses. Gabor filter bank is used in a
novel way to extract the most representative and discriminative textural properties of masses present at different orientations and scales.
SVM with Gaussian kernel is employed for classification. The method is evaluated over 1024 (512 masses and 512 normal) ROIs
extracted from DDSM database. Experiments have been performed with different parameter settings to find the best set of parameters.
Gabor filter Banks with different choices of orientations (3, 5, 6, 8) and scales (2, 3, 4, 5) have been tested on 4 ROI resolutions
(64×64, 128×128, 256×256, 512×512). For the first problem i.e. to classify ROIs as masses and normal tissues, the best result (Az =
0.96±0.02) is obtained when Gabor filter bank with 5 orientations and 3 scales and RIOs with size 512×512 is used. Gabor filter bank
with 8 orientations and 5 scales on mass ROIs of size 128×128 gives the best result (Az = 0.87±0.05) for the second problem (i.e.
to classify mass ROIs as benign and malignant). Comparison with state-of-the-art methods reveals that the proposed method performs
better than the existing methods.
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1. Introduction

Breast cancer is the major form of cancer that has fatal ef-
fects on women all over the world. According to the statis-
tics of National Cancer Institute, Surveillance, Epidemi-
ology, and End Results (SEER) program, lifetime risk of
developing breast cancer among American women is 12.2
% (i.e. one in eight), exceeded only by lung cancer [1,2].
In the European Community, breast cancer represents 19%
of cancer deaths and 24% of all cancer cases [3,4]. The
World Health Organization’s International Agency for Re-

search on Cancer (IARC) estimated more than one million
cases of breast cancer to occur annually and reported that
more than 400, 000 women die each year from this fatal
disease [5].There are three types of breast lesions: masses,
calcifications and architectural disorders [2]. In this study
our focus is on masses. Mammography is considered to
be a reliable and effective screening method for the detec-
tion of masses. By digitizing mammograms and exploiting
contemporary powerful image analysis techniques, com-
puter aided diagnosis (CAD) systems can be developed for
effectively assisting the radiologists. A CAD system con-
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sists of automatic or semiautomatic techniques developed
to assist radiologists in the detection and classification of
breast lesions [3]. CAD systems are easy to use tools that
are inexpensive and by analyzing the digital mammograms
they can effectively assist the radiologists in their decision
making process (as a second expert opinion). The idea of
using CAD system for breast cancer detection is not re-
cent. CAD systems have been used earlier for this task
and proved to be useful in the screening process of digi-
tal mammograms and the detection of early stage malig-
nancies [2,3,5]. However, there exist controversial results
and views against the usage of CAD systems mainly be-
cause of their high false positive and false negative rates in
the breast cancer detection, which makes radiologists not
really trust them [3]. False negative occurs when a CAD
system declares a mass region in a mammogram to be nor-
mal. The main cause of the false negatives is the density
of the breast, as both dense tissues and masses appear as
white regions in the mammogram which makes it difficult
to distinguish between them. As women get older, their
breasts become fatty and false negatives are less likely to
occur. A false positive is a region in the mammogram that
is normal but interpreted as mass by the CAD system.

A CAD system involves three main stages: detection
and segmentation, false positive reduction, and discrimi-
nation of benign and malignant masses. The detection and
segmentation stage identifies potential mass regions, and
detect their precise outlines. The detected ROIs by this
stage include not only masses but suspicious normal tis-
sues as well. The false positive reduction stage classifies
the detected ROIs into mass and normal ROIs. The de-
tected mass ROIs are further discriminated as benign and
malignant in the final stage. Many efforts have been made
so far for false positive reduction and benign-malignant
classification but these are still challenging problems. In
this research work, our motivation is to develop a robust
and discriminative feature extraction mechanism for false
positive reduction and benign-malignant classification to
optimize the performance of CAD systems.

The proposed approach employs the textural properties
for a robust and discriminative representation of masses.
The textural properties are useful to correctly represent
masses [3]. We employ Gabor filter bank in a novel way
to extract the texture descriptors that characterize micro-
patterns (e.g. edges, lines, spots and flat areas) at different
scales and orientations. Mammograms contain texture pat-
terns at different scales and orientations. Gabor filter bank
allow different choices for the number of scales and orien-
tations. As such, while using Gabor filter bank, an impor-
tant question to address is how many scales and orienta-
tions are necessary to represent accurately the texture pat-
terns of mass ROIs. In addition, extracted ROIs have dif-
ferent sizes; it is difficult to process ROIs of different sizes
with Gabor filter bank. There is the need to resize ROIs.
This puts another question: which size of ROIs will yield
optimal results. Although, Gabor filters have been used for
breast cancer detection earlier (see e.g. [2]and references
therein), the features have extracted using either local or

global approach. We apply Gabor filter bank specifically
for false positive reduction and benign-malignant classifi-
cation problems and our approach for feature extraction is
taken to be a blend of local and global approaches. We di-
vide each suspicious ROI into overlapping windows, which
form the global representation. Then, we apply Gabor fil-
ter bank on each window and extract the moments (mean,
standard deviation, skewness) from the magnitudes of Ga-
bor responses, which form the local representation of each
window at different scales and orientations. The concate-
nation of moments of Gabor magnitude responses for all
windows corresponding to an ROI is a blend of local and
global feature representations. The main contributions of
our work are as follows.

–For mass description, a scale and rotation invariant tex-
ture descriptor based on Gabor filter bank that is robust
against noisy data.

–A new method for false positive reduction and benign-
malignant classification.

–Answers to the questions: which resolution of ROIs
and how many scales and orientations of Gabor filter
bank yield optimal results.

The remainder of this paper is organized as follows. In
the next section, we review the related research. In Section
3, we present the proposed method. Subsequently, in Sec-
tion 4, we present some experimental results to show the
effectiveness of the proposed technique. Finally, Section 5
concludes this work.

2. Related Work

Mass detection problem has attracted the attention of many
researchers, and many techniques have been proposed so
far. For a detailed review of these methods, an interested
reader is referred to the review papers [17–20]. In the fol-
lowing paragraphs, we give an overview of the most re-
lated and recent methods.

Most of the existing methods differ in the types of fea-
tures that have been used for false positive reduction and
benign-malignant classification and the way these features
have been extracted. Different types of features such as
texture, gradient, grey-level, and shape [17] features have
been employed. Texture is an important characteristic that
helps to discriminate and identify the objects. In addition
to other identification/detection tasks, texture descriptors
have been used for detecting normal and lesion regions in
mammograms [21,23]. Wei et al. [24]extracted multireso-
lution texture features from wavelet coefficients and used
them for the discrimination of masses from normal breast
tissues. They used linear discriminant analysis for classify-
ing the ROIs as mass or non-mass. This method was tested
with 168 ROIs containing biopsy-proven masses and 504
ROIs containing normal parenchyma, and resulted in Az =
0.89 (percentage area under ROC curve) and 0.86 for the
training and test groups.
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If texture is described accurately, then texture descrip-
tors can perform better than other descriptors [3]. Llad et
al. [4] used spatially enhanced LBP (Local Binary Pat-
tern) descriptor, which is basically a texture descriptor, to
represent textural properties of masses and to reduce false
positives; this method achieved an overall accuracy of Az
= 0.94±0.02 (percentage area under ROC curve) on 512
ROIs (256 normal and 256 masses) extracted from mam-
mograms from DDSM database. LBP based method out-
performs other CAD methods for mass detection. But LBP
descriptor builds statistics on local micro-patterns (dark/
bright spots, edges, and flat areas etc.) and is not robust
against noise. The scheme proposed by Sampaio et al. [25]
used geo-statistic functions for extracting texture features,
SVM for classification and obtained the accuracy of Az =
0.87.Gabor wavelet is one of those methods which have
been used for texture description in various image pro-
cessing and analysis approaches [11,26]. Gabor filters de-
compose an image into mulple scales and orientations and
make the analysis of texture patterns easy. Mammograms
contain a lot of texture, and as such Gabor filters are suit-
able for texture analysis of mammograms [27,28] as well.
Gabor filters have been used for mass detection [2,29].

Different texture description techniques using Gabor
wavelets differ in the way the texture features have been
extracted. Zheng [2]employed Gabor filters to create 20
Gabor images, which were then used to extract a set of
edge histogram descriptors. He used KNN along with fuzzy
c-means clustering as a classifier. The method was eval-
uated on 431 mammograms (159 normal cases and 272
containing masses) from DDSM database using tenfold
cross validation. This method achieved true positive (TP)
rate of 90 % at 1.21 false positive per image. The data set
used for validation is biased toward abnormal cases which
will surely favor the mass cases, and it cannot be regarded
as fair evaluation. This method extracts edge histograms
which are holistic descriptor, and does not represent well
the local texture patterns of masses .

Lahmiri and Boukadoum [29]used Gabor filters along
with discrete wavelet transform (DWT) for mass detec-
tion. They applied Gabor filter bank at different frequen-
cies and spatial orientations on HH high frequency sub-
band image obtained using DWT, and extracted statisti-
cal features (mean and standard deviation) from the Gabor
images. For classification, they used SVM with polyno-
mial kernel. The method was tested on 100 mammograms
from DDSM database using tenfold cross validation. This
method achieved an accuracy of 98]%. Though the de-
tection accuracy is good but the size of the dataset used
for testing was small. Costa et al. [30] explored the use
of Gabor wavelets along with principal component analy-
sis (PCA) for feature extraction, independent component
analysis (ICA) for efficient encoding, and linear discrimi-
nant analysis (LDA) for classification. The success rate of
this method with feature extraction using Gabor wavelets
was 85.05 % on 5090 ROIs extracted from mammograms.

Geralodo et. al. [31]used Moran’s index and Geary’s
coefficients for texture description and tested their approach

for false positive reduction and benign-malignant classifi-
cation. They obtained an accuracy of 96.04% and Az =
0.946 with Geary’s coefficient and an accuracy of 99.39%
and Az = 1 with Moran’s index for the classification of nor-
mal and abnormal cases. For the second case (benign vs.
malignant), an accuracy of 88.31% and Az = 0.804 with
Geary’s coefficient and accuracy of 87.80% and Az = 0.89
with Moran’s index is reported. The method is tested over
1394 ROI images collected from DDSM database using
tenfold cross validation. In the research work of Ioan Bu-
ciu et. al. [16], magnitude responses of 2D Gabor wavelets
are investigated as features for proximal SVM. A total of
322 mammogram images from Mammographic Image Anal-
ysis Society (MIAS) database are used for three experi-
mental cases i.e. discrimination between the three classes:
normal, benign and malign (using one against all SVM
classification), normal vs. tumor (benign and malign) and
benign vs. malignant using 80% data for training and 20%
as testing set. The dimension of the feature space of the
subband corresponding to a Gabor filter is equal to the
number of pixels present in the mammogram image (for
a single Gabor filter). Later PCA is used to project fea-
tures on a lower dimensional space. The best results (in
terms of accuracy) for the three experimental cases are:
75%, 84.37% and 78.26%, respectively.

3. Materials and Methods

In this section, we present the detail of the proposed method
for false positive reduction and benign-malignant classifi-
cation. First, we give the detailed description of the new
features extraction method; this technique is based on Ga-
bor filter bank and is our main contribution. Then we give
an overview of the classification technique used in our
method.

3.1. Feature Extraction using Gabor Filter Bank

Texture is an important part of the visual world of animals
and humans; they can successfully detect, discriminate,
and segment texture using their visual systems [6]. Tex-
ture micro-patterns like edges, lines, spots and flat areas
in an image provide different kinds of useful discrimina-
tive information. Mammograms do contain texture micro-
patterns at different scales and orientations. These micro-
patterns are helpful in the discrimination between mass
and non-mass, and further between benign and malignant
masses. Gabor filters can be used effectively to extract
these micro-patterns. Since we extract texture features us-
ing Gabor filter bank, first a brief overview of Gabor fil-
ter bank is necessary for a deep understanding of the pro-
ducer for feature extraction. Feature extraction procedure
includes three main steps: 1) to partition each ROI into
sub-regions (windows) , 2) to apply Gabor filter bank on
each window separately, and 3) to compute moments (mean,
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Figure 1 Block diagram of the proposed method. Here N = total number of ROIs in the database, M = total number of windows in an
ROI and K = total number of filters in a Gabor bank.

standard deviation, skewness) based features from the mag-
nitude of Gabor filter bank responses. The most computa-
tionally intensive task in our method is the feature extrac-
tion task. Fortunately, this task can be highly parallelized
to achieve the better computational efficiency. A detailed
description of the proposed method is shown in Figure 1.
In the following subsections, we elaborate the method.

3.1.1. Gabor filters

In this section, we give a brief overview of the Gabor fil-
ters. Gabor filters are biologically motivated convolution
kernels and their response is found to be similar to recep-
tive fields of neurons in the visual cortex [7]. An interest-
ing property of these filters is that they possess optimal
joint localization both in frequency and spatial domains

[7]. They have enjoyed wide usage in a myriad of applica-
tions in the fields of computer vision and image processing
e.g. face recognition [9], vehicle detection [8] and texture
analysis [10] etc. A two-dimensional Gabor filter defined
as a Gaussian kernel modulated by an oriented complex
sinusoidal wave can be described as follows [8]:

g(x, y) =
1

2πσxσy
e

[
− 1

2

(
x̃2

σ2
x
+ ỹ2

σ2
y

)]
e(2πjWx̃) (1)

x̃ = x.cosθ + y.sinθ and ỹ = x.sinθ + y.cosθ (2)

where σx and σy are the scaling parameters of the filter
and describe the neighborhood of a pixel where weighted
summation takes place, W is the central frequency of the
complex sinusoidal wave and is the orientatio n of the nor-
mal to the parallel stripes of the Gabor function and is
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termed as the orientation of a Gabor filter. A filter will have
stronger response to an edge where the normal is parallel
to the orientation In order to extract textural micro-patterns
in mammogram ROIs, Gabor filters can be tuned with dif-
ferent orientations and scales, and thus provide a powerful
tool for the description of textural properties of masses at
different scales and orientations.

Gabor filter bank
A Gabor filter bank contains multiple Gabor filters tuned

with different parameter settings (scaling, orientation and
central frequency). In this paper, we investigate the effect
of Gabor filter banks with different scale and orientation
settings such as Gabor filter bank containing 6 filters (re-
ferred to as GS2O3: 2 scalesS × 3 orientationsO), 15 fil-
ters (GS3O5), 24 filters (GS4O6) and 40 filters (GS5O8).
In each case the initial maximum frequency is equal to 0.2
and the initial orientation is set to 0. The orientations and
frequency for a bank are calculated using following equa-
tions [8]:

orientation(i) =
(i− 1)π

O
, i = 1, 2, ....., O (3)

frequency(i) =
fmax = 0.2

(
√
2)i−1

, i = 1, 2, ...., S (4)

where O is the total number of orientations and S is
that of scales. For instance, the bank GS5O8 has, for five
scales, the frequencies (0.2, 0.14, 0.1, 0.07 and 0.05) and
the orientations (0, 22.5, 45, 67, 90, 112.5, 135 and 157 in
degrees). In Figures 2 and 3, two filters from this bank with
(f = 0.2, O = 0o) and (f = 0.05, O = 157.5o) are shown for
an image of size 256×256. Figure 4 shows the combined
frequency response of all 40 filters in this bank.

Figure 2 Gabor Filter with frequency = 0.2, orientation = 0 de-
gree.

3.1.2. Partitioning of ROIs

One common approach to extract features using Gabor fil-
ter bank is to filter an ROI with Gabor filters, calculate the
statistical measures like mean, standard deviation, skew-
ness etc. from magnitudes of the filter responses. But the
features extracted in this way does not keep the spatial lo-
cality of texture micropatterns. To extract statistical fea-
tures of texture micropatterns existing with different scales

Figure 3 Gabor Filter with frequency = 0.05, orientation = 157.5
degree.

Figure 4 Combined frequency response of the 40 filters in the
Gabor bank

and orientations at different locations, we partition each
ROI into overlapping windows. This approach takes into
account the spatial locality of micropatterns, and the ex-
tracted features are more discriminative. First each ROI is
partitioned into blocks and then using these blocks, over-
lapping windows are defined. To be precise, an ROI, say,
of size 512×512 is first divided into blocks of equal sizes
e.g. 128×128 pixels, as is depicted with squares enclosed
with black lines in Figure 5. In this way, sixteen blocks are
created, which are labeled 1-16 in Figure 5. The blocks are
then combined to create overlapping windows e.g. blocks
1, 2, 5 and 6 form the first window of size 256×256, blocks
2, 3, 6 and 7 the second, blocks 5, 6, 9 and 10 the fourth,
and so on. With this formation, 9 overlapping windows are
created. First window is visualized with transparent red
color rectangle in Figure 5. It may please be noted that
by increasing/ decreasing the size of a block, ROI can be
partitioned into different numbers of windows of different
sizes.

3.1.3. Feature Extraction

Our approach for feature extraction using Gabor filter bank
is similar to the design strategy that has been used for
texture based feature extraction for vehicle detection [8]
and image retrieval [10]. For extracting features each win-
dow is convolved with a Gabor filter bank. The raw re-
sponses of Gabor filter bank can be used as features for
classification but this representation suffers from two prob-
lems: first, the dimension of the feature space becomes
prohibitively high; second there is a lot of redundancy.
It is necessary to perform some processing to acquire the
most representative features which does not suffer from
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Figure 5 Segmentation of ROI in patches and sub-windows

the above mentioned problems; examples of such features
are Gabor energy and moments of Gabor filter bank re-
sponses [8, 11]. Similar to the approach given in [8] for
vehicle detection, in this paper, the magnitude response of
each Gabor filter in the bank is computed from each win-
dow of an ROIs and is represented by three statistical mea-
sures: the mean , the standard deviation and the skewness
(where i corresponds to the ith filter in the bank and j to
the jth window). These features correspond to the statis-
tical properties of a group of pixels in a window; in this
way, the location of pixels is not taken into account. This
strategy compensates for any errors that might occur dur-
ing petitioning of ROIs into windows. As an example of
our approach for feature extraction, consider the Gabor fil-
ter bank of 40 filters (5 S × 8 O). Applying this bank on 9
windows (see Figure 5) of an ROI, yields a feature vector
of length 1080 [= 40(filters)×9(windows)3(moments)], as
shown in the following :[u1,1 , σ1,1, k1,1, u2,1 , σ2,1, k2,1,
u40,1 , σ40,1, k40,1, u1,2 , σ1,2, k1,2,......u40,9 , σ40,9, k40,9].
For each ROI, we compute this feature vector that repre-
sents the ROI. The dimension of the feature space depends
on the number of overlapping windows and the number of
filters in a Gabor filter bank. We investigated the impact
of the sizes of ROIs, the number of overlapping windows,
and the number of filters. The effect of these parameters
has been presented and discussed in detail Section 4.

3.2. Support Vector Machines (SVM)

False positive reduction and the discrimination between
benign and malignant masses are both classification prob-
lems. A classification problem encompasses the assign-
ment of an unknown pattern to a predefined class, accord-
ing to the characteristics of the pattern, presented in the
form of a feature vector. Numerous classification techniques
exist. We used SVM for the classification of ROIs. In our
case, we are dealing with a binary classification problem,
where an ROI is to be classified either cancer region or
normal. SVM classifiers [12] are the most advanced ones,
generally, designed to solve binary classification problems;

thus perfectly suite our requirements. SVM finds an opti-
mal hyper-plane that separates the data belonging to differ-
ent classes with large margins in a high dimensional space
[13]. The margin is defined as the sum of distances to the
decision boundary (hyper-plane) from the nearest points
(support vectors) of the two classes. SVM formulation is
based on statistical learning theory and has attractive gen-
eralization capabilities in linear as well as non-linear de-
cision problems [12, 14]. SVM uses structural risk mini-
mization as opposed to empirical risk minimization [12]
by reducing the probability of misclassifying an unknown
pattern drawn randomly from a fixed but unknown distri-
bution. Let be a training set where is the feature vector of
ith training pattern containing J features, is the class label
of having the value +1 or -1 depending its class. Finding an
optimal hyper-plane with maximum margin implies solv-
ing a constrained optimization problem using quadratic
programming and can be stated as:

f(x) =

N∑
i=1

αiyik(xi, x) + b (5)

where αi are the Lagrange multipliers, k(xi, x)is the ker-
nel function and sign of f(x) gives the membership class
of x. For linearly separable problems, kernel function is
simply the dot product of the two given points in the in-
put space. However, for the problems, which are not lin-
early separable, the original input space is mapped to a
higher dimensional space, possibly making the data lin-
early separable, using a kernel function that satisfies the
Mercer’s condition [12]. In this new formulation, the mis-
classification penalty or error is controlled with a user de-
fined parameter C known as regularization parameter that
controls the trade-off between error of SVM and margin
maximization, and is tied to the kernel. There exist several
kernels e.g. linear, polynomial, sigmoid, radial basis func-
tion (RBF) etc. In our experiments, RBF kernel is used as
given by:

k(xi, x) = exp(−γ||xi − x||2), γ > 0 (6)

where γis the width of the kernel function. There are
two parameters now tied to RBF kernel: and C. Tuning
these parameters in an attempt to find a better hypothesis is
called model selection procedure. For model selection, we
first perform a loose grid search (coarse search for compu-
tational efficiency) in the parameter space to find the po-
tential region containing optimal parameter values. Later,
the fine grid search is conducted in this region to find the
optimal parameters. This model selection procedure is rec-
ommended in the work of Chih-Wei Hsu et. al. [15]. The
selected parameters are fed into the kernel and SVM is fi-
nally applied to our data sets. Detailed discussion on the
statistical formulation and computational aspects of SVM
can be found in the work of Vapnik [12].
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4. Results and Discussion

In this section, we present the results of the proposed method
and discuss them. We conducted the experiments for two
problems: false positive reduction i.e. to classify ROIs into
normal and mass and, the classification of mass ROIs into
benign and malignant. For the first problem, we explore
two different aspects: (i) discrimination between suspicious
normal ROIs and cancer (malignant mass) ROIs, and (ii)
discrimination between suspicious normal ROIs and true
mass (benign and malignant). First, we give the overview
of the database that is used for the validation of the pro-
posed method. Then we discuss the results for each prob-
lem. The extracted ROIs are in different sizes, for process-
ing them with Gabor filter bank, it is necessary to resize
them into the same resolution; we tested four different res-
olutions: 512×512, 256×256, 128×128 and 64×64. We
statistically compare the effect of different ROI resolutions
using a non-parametric Friedman test with Holm post-hoc
test [35,36]. For extracting features, each ROI can be par-
titioned into blocks of different sizes for defining over-
lapping windows. We tested five block sizes: 128×128,
64×64, 32×32, 16×16 and 8×8. Finally, the proposed
method is compared with state-of-the art methods.

4.1. Database and Evaluation Methodology

The proposed method is evaluated using Digital Database
for Screening Mammography (DDSM) [32]; this database
consists of more than 2000 cases and is commonly used as
a benchmark for testing new proposals dealing with pro-
cessing and analysis of mammograms for breast cancer
detection. Each case in this database is annotated by ex-
pert radiologists; the complete information is provided as
an overlay file. The locations of masses in mammograms
specified by experts are encoded as code-chains. We ran-
domly selected 1024 (512 normal but suspicious, 256 ma-
lign and 256 benign) cases from the database. Using code
chains, we extracted 256 ROIs which contain true masses;
the rolutions of these ROIs vary depending on the sizes
of the mass regions. In addition, we extracted 512 ROIs
containing normal but suspicious tissues and 256 benign
ROIs. Some sample ROIs are shown in Figure 6. The eval-
uation of the method is performed using tenfold cross val-
idation. In particular, a data set is randomly partitioned
into ten non-overlapping and mutually exclusive subsets.
For the experiment of fold i, subset i is selected as test-
ing set and the remaining nine subsets are used to train the
classifier. Using tenfold cross validation, the performance
of the method can be confirmed against any kind of bias
involved in the selection of the samples for training and
testing phases. It also helps in determining the robustness
of the method when tested over different ratios of normal
and abnormal ROIs used as training and testing sets (due
to random selection, ratios will be different). The SVM
classifier gives a membership value of each class when an

unknown pattern is presented to it. The ROC (receiver op-
erator characteristics) curve can be obtained by varying
the threshold on this membership value. The area under
ROC curve (Az) is used as a performance measure. The
other commonly used evaluation measures are accuracy or
recognition rate (RR) = (TP+TN)/(TP+FP+TN+
FN), sensitivity (Sn) = TP/(TP + FN), specificity
(Sp) = TN/(TN+FP ), where TN is the number of true
negatives, TP is that of true positives, FP is that of false
positives and FN denotes the number of false negatives. To
validate the performance of the proposed method and com-
pare with stat-of-the-art methods, we employ these per-
formance measures. We performed experiments with four
different resolutions: 512×512, 256×256, 128×128, and
64×64. All ROIs are scaled to one of these resolutions.
The effect of each resolution on the classification accu-
racy is analyzed to know which resolution results in the
best performance. In order to extract features at differ-
ent level of granularities, we partition the ROIs into over-
lapping windows of different sizes. The overlapping win-
dows make it possible to analyze those textural micro-
patterns of masses that might be present at the bound-
aries of the windows. The windows sizes are dependent
on block sizes as discussed in Section 3.1.1. We tested the
performance of the proposed method over five different
patch sizes (128×128, 64×64, 32×32, 16×16 and 8×8
pixels). The Gabor filter banks with four configurations of
scales and orientations are used: GS2O3, GS3O5, GS4O6
and GS5O8. Gabor filter banks with different settings can
extract local textural features at different scales and ori-
entations. Each Gabor filter bank is initialized with ini-
tial max frequency = 0.2, initial orientation = 0 degree and
applied to each window corresponding an ROI; three sta-
tistical measures (mean, standard deviation and skewness)
are calculated from the magnitude of each Gabor filter re-
sponse and concatenated to form a feature vector.

4.2. Experimental Results for Suspicious
Normal and Cancer ROIs

In this subsection, we give the results of the discrimination
between normal but suspicious ROIs and cancer (malig-
nant mass) ROIs. For different choices of ROI resolutions,
window sizes, and Gabor filter banks, the performance re-
sults are given in Table 1.

Figure 7(a) shows the impact of block sizes on the
recognition accuracy in terms of area under ROC curve.
The best result (Az = 0.99±0.02) is obtained with block
size 8×8; it is due to the reason that small block sizes allow
to capture the spatial locality of micro-patterns in a better
way. The extracted features from each window (consisting
of 4 blocks) are statistical measures (mean, standard devi-
ation, skewnes), which are global; when they are extracted
with smaller block sizes, they keep the spatial locality as
well; in this way the extracted features become a blend of
local and global features. The best accuracy (99.02±1.39),
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Figure 6 (Top row) normal but suspicious ROIs, (middle row)
benign mass ROIs, (bottom row) malignant mass ROIs

the best specificity (99.63±1.17), and the best sensitivity
(99.63±1.17) are also obtained with block size 8 × 8, see
Table 1.

Figure 7(b) depicts the effect of different configura-
tions of Gabor filter bank. The best value of Az is obtained
with GS5O8 (5 scales and 8 orientations); it is due to the
reason that the micro-patterns at different scales and ori-
entations are represented in a better way. From Table 1,
it is obvious that the best accuracy (99.02±1.39), the best
specificity (99.63±1.17), and the best sensitivity (99.63±1.17)
are also obtained with GS5O8.

The effect of resolution is shown in Figure 7(c). The
overall best accuracy (Az = 0.99±0.02) in terms of area
under ROC curve is obtained with resolution 128×128.
When the resolution is increased or decreased, the Az val-
ues decreases. It is due to the reason that in case of low
resolution the necessary discriminatory information is lost
whereas high resolution results in copious of redundant
features.

4.3. Experimental Results for Suspicious
Normal and Mass ROIs

In this section, we present the performance results for the
discrimination of normal but suspicious and mass (benign
and malignant) ROIs. This aspect of the false negative prob-
lem is relatively more difficult than the one discussed in
Section 4.2. Some of the benign cases are difficult to dis-
criminate from suspicious normal ROIs; although, most of
the benign masses are structurally more closer to the ma-
lignant masses, there are benign masses however, that are

structurally closer to normal tissues; it makes discrimina-
tion task difficult. It is therefore expected a decline in the
recognition rate as depicted in Table 2, as compared to
the results presented in Table 1. In this case, the best re-
sult in terms of Az value is observed for ROI resolution of
512×512 pixels with block size of 64×64 and Gabor filter
bank GS3O5.

In Figure 8 (a, b, c), the best average Az values and
other performance measures are plotted for different block
sizes, four Gabor filter banks and four ROI resolutions
used in the experiments. According to Figure 8 (a), the best
ROI resolution is 512×512 with block size 64×64 and Ga-
bor filter bank GS3O5 (in terms of Az value). Figure 8(b)
shows that the Gabor filter bank GS3O5 gives the best Az
value as compared to other configurations for ROI reso-
lution of 512×512. In the same way, comparing the ROI
resolutions in Figure 8 (c), it is observed that ROI reso-
lution of 512×512 pixels results the best performance in
terms of accuracy, Az value and specificity. It is observed
that low resolutions 128×128 and 256×256 are not very
much effective for this case (both in terms of accuracy and
Az. value), see Figure 8(c) and Table 2.It is interesting to
note that the results obtained with resolution 64×64 are
close to those obtained with resolution 512×512. In case
of 64×64 resolution, the best Az value of 0.95±0.03 and
average percentage accuracy of 94.33% are obtained with
block size 8×8 and Gabor filter bank GS5O8; the total
number of features is 7840. However, resolution 512×512
yield the best Az value of 0.96±0.02 and average percent-
age accuracy of 94.53±2.73 when block size 64×64 and
Gabor filter bank GS3O5 is used; the total number of fea-
tures is 2940. The drop of performance in case of 64×64
resolution is due to the reason that in this case there are a
large number of redundant features. Once the redundancy
is removed using feature selection, this resolution of ROIs
may perform better.

4.4. Experimental Results for Benign and
Malignant ROIs

This section summarizes the results for the most difficult
classification problem i.e. the discrimination between be-
nign and malignant.This discrimination task is hard in this
case due to highly identical patterns and similar structures
of two classes (benign and malignant) of digital mammo-
grams. The results are shown in Table 3; both the best av-
erage accuracy and Az value are obtained (see Table 3) for
ROI resolution of 128×128 with block size of 8×8 when
filtered with GS5O8. After analyzing the plots in Figure
9 (a, b and c), the best block size is 8×8 pixels, and the
best Gabor filter bank is GS5O8 with ROI resolution of
128×128 (in terms of Az value). Also, the best ROI res-
olution is 128×128 pixels (in terms of Az value and ac-
curacy). However for sensitivity, the best performance is
obtained with ROI resolution of 512×512.
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Res. Block Size Gabor bank Sn Sp Acc.(%) Az.
64×64 16×16 GS2O3 95.57 97.18 96.47 0.96±0.03

GS3O5 96.68 98.58 97.45 0.97±0.02
GS5O8 97.34 99.26 98.43 0.98±0.02

8×8 GS2O3 96.25 96.81 96.67 0.97±0.02
GS3O5 97.93 98.57 98.04 0.98±0.03
GS4O6 97.60 98.47 98.04 0.98±0.04
GS5O8 98.39 99.63 99.02 0.98±0.02

128×128 32×32 GS2O3 95.05 97.47 96.27 0.97±0.03
GS3O5 95.98 96.32 96.27 0.96±0.03
GS4O6 97.22 98.04 97.65 0.97±0.01
GS5O8 97.67 99.18 98.43 0.98±0.03

16×16 GS2O3 96.47 97.45 97.06 0.96±0.03
GS3O5 96.53 98.85 97.65 0.98±0.02
GS4O6 97.08 98.80 97.84 0.98±0.02
GS5O8 97.02 98.40 97.65 0.97±0.04

8×8 GS2O3 95.77 96.64 96.27 0.97±0.03
GS3O5 97.31 98.43 97.84 0.97±0.03
GS4O6 95.80 96.86 96.47 0.97±0.02
GS5O8 98.90 98.82 98.82 0.99±0.02

256×256 64×64 GS2O3 96.48 96.66 96.47 0.96±0.03
GS3O5 96.99 97.01 96.86 0.97±0.02
GS4O6 97.70 97.51 97.65 0.98±0.02
GS5O8 97.69 98.29 98.04 0.97±0.03

3232 GS2O3 97.05 97.73 97.25 0.98±0.01
GS3O5 97.59 97.29 97.45 0.97±0.03
GS4O6 97.55 98.83 98.24 0.98±0.02
GS5O8 96.79 98.46 97.65 0.97±0.02

16×16 GS2O3 95.20 97.60 96.47 0.97±0.03
GS3O5 96.82 97.95 97.45 0.97±0.03
GS4O6 96.81 98.09 97.25 0.98±0.03
GS5O8 95.90 97.83 96.86 0.96±0.02

512×512 128×128 GS2O3 96.43 95.10 95.49 0.96±0.05
GS3O5 97.63 94.61 96.07 0.95±0.03
GS4O6 97.23 96.89 96.86 0.97±0.03
GS5O8 97.19 97.99 97.64 0.97±0.03

64×64 GS2O3 97.18 97.63 97.25 0.97±0.03
GS3O5 97.29 98.56 97.84 0.98±0.02
GS4O6 97.95 98.00 98.04 0.98±0.02
GS5O8 98.05 98.06 98.04 0.98±0.02

32×32 GS2O3 96.20 95.86 96.08 0.96±0.04
GS3O5 97.34 98.05 97.65 0.98±0.02
GS4O6 97.25 97.68 97.45 0.97±0.03
GS5O8 96.67 97.22 97.06 0.97±0.02

Table 1 Mean performance measures based on varying window sizes, different configurations of Gabor filter banks and ROI resolutions
using tenfold cross validation.

4.5. Discussion based on Statistical Significance

To test whether a specific ROI resolution performs signif-
icantly better than the others, a non-parametric statistical
test (Friedman) is employed. The Friedman test is chosen
because it does not make any assumptions about the dis-
tribution of the underlying data; it is a recommended and
suitable test for comparing a set of classification strate-
gies over multiple performance output values. For compar-
ison, we selected the eight best mean accuracy and mean
Az values for different ROI resolutions according to the

guidelines presented in [35, 36]. Best eight values are se-
lected because for ROI resolution of 64×64 only eight ex-
perimental outputs are available. Table 4 presents the sum-
mary of the comparisons of the best ROI resolution (the
resolution with the best average rank, considered as con-
trol resolution) with the remaining ROI resolutions accord-
ing to the non-parametric Friedman test with the Holm’s
post-hoc test [45, 46] in terms of percentage accuracy and
Az values as given in Table 1-3. For each ROI resolution,
the average rank (the lower the average rank the better the
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(a) The effect of block sizes on AUC (b) The effect of different Gabor banks (c) The effect of resolution of ROIs (nor-
mal vs. malign masses

Figure 7 The effects of different parameters on the classification accuracy for the case normal tissue vs. malignant masses.

(a) The effect of block sizes on AUC (b) The effect of different Gabor banks (c) The effect of resolution of ROIs (nor-
mal vs. malign masses

Figure 8 The effects of different parameters on the classification accuracy for the case normal tissues vs. masses.

(a) The effect of block sizes on AUC (b) The effect of different Gabor banks (c) The effect of resolution of ROIs (nor-
mal vs. malign masses

Figure 9 The effects of different parameters on the classification accuracy for the case normal tissues vs. masses.

algorithm’s performance), the p-value (when the average
rank is compared to the average rank of the ROI resolution
with the best rank i.e. control resolution) and Holm crit-
ical value obtained by Holm’s post-hoc test are reported.
Based on the fact that the p-value is lower than the criti-
cal value (at 5% significance level), its value is shown in
bold when there is a significant difference between the av-
erage ranks of an ROI resolution and the control ROI res-
olution, and it shows that the control ROI resolution has
significantly outperformed the corresponding ROI resolu-
tion. According to the statistics of Table 4, ROI resolution
of 128×128 is the best performing resolution for the prob-

lem of discrimination between normal and cancer ROIs in
terms of eight best mean percentage accuracy values with
an average rank of 1.6875, followed by ROI resolutions
512×512, 256×256 and 64×64. However, the difference
between the performances of the four resolutions is not
statistically significant. For the other statistical tests, reso-
lution of 512×512 is selected as control configuration be-
cause its performance is better than resolutions; at least
in terms of best eight performance values of accuracy as
well as Az. There are only three cases (bold values) where
the differences between control resolution and the resolu-
tions 256×256 and 64×64 are statistically significant in
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Res. Block Size Gabor bank Sn Sp Acc.(%) Az.
64×64 16×16 GS2O3 89.42 92.12 90.82 0.91±0.05

GS3O5 88.04 93.51 90.44 0.91±0.05
GS4O6 90.99 94.80 92.76 0.92±0.04
GS5O8 93.97 94.81 94.33 0.95±0.03

8×8 GS2O3 87.90 94.35 90.84 0.90±0.04
GS3O5 91.95 96.95 94.33 0.94±0.03
GS4O6 91.85 96.04 93.94 0.95±0.04
GS5O8 92.66 95.85 94.13 0.95±0.03

128×128 32×32 GS2O3 89.75 93.68 91.41 0.91±0.05
GS3O5 91.01 92.34 91.40 0.92±0.03
GS4O6 91.82 93.45 92.59 0.93±0.04
GS5O8 92.13 93.16 92.58 0.92±0.05

16×16 GS2O3 91.28 96.19 93.74 0.93±0.04
GS3O5 88.50 94.12 91.20 0.90±0.04
GS4O6 90.72 92.64 91.59 0.91±0.06
GS5O8 90.46 95.27 92.76 0.93±0.04

8×8 GS2O3 87.10 93.60 90.25 0.92±0.06
GS3O5 87.26 94.47 90.83 0.91±0.04
GS4O6 88.47 94.21 91.40 0.89±0.05
GS5O8 91.67 93.56 92.57 0.93±0.05

256×256 64×64 GS2O3 88.06 92.88 90.26 0.90±0.07
GS3O5 87.61 93.88 90.83 0.92±0.05
GS4O6 92.28 93.44 92.78 0.91±0.03
GS5O8 92.14 91.88 92.00 0.92±0.05

32×32 GS2O3 88.05 95.33 91.79 0.91±0.03
GS3O5 89.21 95.06 91.79 0.92±0.05
GS4O6 90.61 94.99 92.77 0.94±0.04
GS5O8 92.60 93.81 93.17 0.93±0.04

16×16 GS2O3 85.45 92.69 89.07 0.89±0.03
GS3O5 89.18 95.81 92.39 0.92±0.04
GS4O6 89.20 95.94 92.36 0.92±0.05
GS5O8 90.20 95.18 92.56 0.93±0.04

512×512 128×128 GS2O3 88.43 92.79 90.41 0.91±0.05
GS3O5 90.39 91.39 91.04 0.91±0.04
GS4O6 89.12 92.42 90.83 0.91±0.05
GS5O8 89.43 92.51 91.00 0.90±0.04

64×64 GS2O3 90.76 92.60 91.21 0.91±0.04
GS3O5 91.14 97.67 94.53 0.96±0.02
GS4O6 93.42 96.49 94.92 0.94±0.04
GS5O8 92.97 95.33 93.96 0.95±0.04

32×32 GS2O3 84.73 93.96 89.46 0.89±0.05
GS3O5 88.35 96.25 91.98 0.93±0.06
GS4O6 89.40 96.10 92.77 0.94±0.04
GS5O8 88.97 96.53 92.77 0.936±0.06

Table 2 Performance evaluation based on varying sub-window sizes, configuration of Gabor banks and different ROI resolutions using
tenfold cross validation (normal vs. masses)

terms of average accuracy and Az value. This leads to the
conclusion that all ROI resolutions (used in the experi-
ments) can safely be used with the proposed method for
the classification problems (normal vs. malignant masses)
and (normal vs. masses) i.e. for false positive reduction
problem. For the classification problem (benign vs. ma-
lignant), however, low resolutions of ROIs can make the
performance worse e.g. as observed for 6464 resolution.

4.6. Comparison with other methods

It is a hard task to critically compare our work with vari-
ous methods present in the literature in detail for the target
problems, mainly because of following reasons:

–The mammogram database used to evaluate the meth-
ods is different.
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Res. Patch Size Gabor Bank Sn Sp Acc.% Az.
64×64 16×16 GS2O3 78.20 77.34 77.76 0.78±0.07

GS3O5 79.29 76.94 78.11 0.79±0.06
GS4O6 80.78 79.29 80.07 0.81±0.05
GS5O8 81.97 78.08 80.08 0.81±0.07

8×8 GS2O3 78.89 78.20 78.52 0.79±0.07
GS3O5 79.58 82.86 81.23 0.82±0.07
GS4O6 80.08 81.74 80.83 0.80±0.07
GS5O8 83.54 83.97 83.77 0.82±0.06

128×128 32×32 GS2O3 79.25 80.06 79.68 0.79±0.04
GS3O5 81.11 80.86 81.04 0.81±0.06
GS4O6 80.49 81.69 81.05 0.83±0.04
GS5O8 80.03 83.15 81.63 0.81±0.07

16×16 GS2O3 80.42 79.28 79.87 0.81±0.06
GS3O5 84.40 82.02 83.21 0.85±0.05
GS4O6 81.20 82.00 81.64 0.83±0.06
GS5O8 81.18 82.37 81.83 0.82±0.08

8×8 GS2O3 76.60 81.98 79.30 0.79±0.06
GS3O5 78.52 82.88 80.67 0.81±0.05
GS4O6 79.77 83.97 81.86 0.79±0.06
GS5O8 85.09 85.97 85.53 0.87±0.05

256×256 64×64 GS2O3 79.37 79.23 79.31 0.78±0.05
GS3O5 80.08 80.95 80.49 0.81±0.05
GS4O6 78.54 80.88 79.70 0.77±0.08
GS5O8 79.66 83.92 81.81 0.83±0.05

32×32 GS2O3 81.25 81.28 81.24 0.81±0.07
GS3O5 79.98 86.35 83.18 0.84±0.05
GS4O6 82.43 82.85 82.61 0.83±0.04
GS5O8 80.77 85.55 83.20 0.82±0.07

16×16 GS2O3 78.18 80.08 79.12 0.79±0.07
GS3O5 76.94 83.65 80.26 0.82±0.06
GS4O6 76.54 85.20 80.87 0.82±0.05
GS5O8 81.58 87.11 84.37 0.85±0.03

512×512 128×128 GS2O3 78.20 76.92 77.55 0.78±0.09
GS3O5 80.88 79.29 80.07 0.81±0.06
GS4O6 79.34 80.86 80.09 0.80±0.03
GS5O8 81.62 82.03 81.84 0.83±0.05

64×64 GS2O3 86.29 79.26 82.82 0.81±0.06
GS3O5 83.62 85.18 84.38 0.84±0.09
GS4O6 87.12 81.60 84.39 0.83±0.05
GS5O8 84.34 84.03 84.19 0.86±0.05

32×32 GS2O3 87.49 76.18 81.84 0.81±0.06
GS3O5 83.92 84.02 83.97 0.84±0.04
GS4O6 82.82 83.66 83.19 0.84±0.05
GS5O8 80.45 85.58 83.01 0.81±0.05

Table 3 Performance evaluation based on varying sub-window sizes, configuration of Gabor banks and different ROI resolutions using
tenfold cross validation (benign vs. malign)

–Given that the same database is used, the sample mam-
mograms selected for experiments are not necessarily
same.

–Total number of mammograms used in different re-
search works is not same.

–A different experimental setup is used e.g. k-fold val-
idation with varying k value, training and testing set
formation with different percentages of ROIs, evalua-
tion on a validation set etc.

–Ratios of ROIs for different classes e.g. normal, malig-
nant and benign are not same for all the methods.

However, our aim is to have general trends of performance
comparison and we compare our method with other tech-
niques on the basis of accuracy and Az values. The quan-
tities that are not reported in the respected research works
are indicated with dash symbol in Table 5. For some meth-
ods, standard deviation values are not available. The quan-
tities are average values followed by standard deviations.
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Comparision on the basis Experiment case Res. Avg.rank p Holm
Accuracy Normal vs. Malignant 128×128(control) 1.6875 - -

512×512 2.875 0.0658 0.025
256×256 2.9375 0.0528 0.017
64×64 2.5 0.208 0.05

Normal vs. Masses 512×512 (control) 1.875 - -
256×256 2.625 0.24528 0.025
128×128 3.0 0.0813 0.017
64×64 2.5 0.3329 0.05

Benign vs. Malignant 512×512 (control) 1.125 - -
256×256 2.625 0.02014 0.025
128×128 2.25 0.0814 0.05
64×64 4.0 8.431227E−6 0.017

Az. value Normal vs.Malignant 512×512 (control) 1.875 - -
256×256 2.75 0.175 0.025
128×128 2.4375 0.384 0.05
64×64 2.9375 0.0998 0.017

Normal vs.Masses 512×512 (control) 1.75 - -
256×256 2.75 0.121 0.025
128×128 2.9375 0.0658 0.017
64×64 2.5625 0.20813 0.05

512×512 (control) 1.625 - -
256×256 2.25 0.3329 0.025
128×128 2.125 0.43858 0.05
64×64 4.0 2.3384368E−4 0.017

Table 4 Summary of the comparisons of different ROI resolutions for eight best performance output values (i.e. in terms of (i) eight
best Az. values and (ii) eight best percentage accuracy values) according to the non-parametric Friedman test with the Holm’s post-hoc
test

problem research work database No. of ROIs Acc. (%) Az
Normal vs. Masses Fatemeh et. al. [34](2010) MIAS 90 85.9±0.03 -

Daniel et. al. [30] (2011) DDSM 5090 90.07 -
Ioan B. et. al. [16](2011) MIAS 322 84.37 0.79
X. Liado et. al. [3](2009) DDSM 512 - 0.94±0.02

Our Method DDSM 512 94.92±2.30 0.96±0.02
Benign vs. Malignant Fatemeh et. al. [34] (2010) MIAS 90 87.00±0.008 -

Daniel et. al. [30] (2011) DDSM 3240 84.22 -
Ioan B. et. al. [16] (2011) MIAS 114 78.26 0.78

Our Method DDSM 512 85.53±5.43 0.87±0.05

Table 5 Comparison with state-of-the-art methods based on Acc. and Az values

For the two problems, only the best results are extracted
for all the methods being compared. The proposed method
gives comparable performance as compared to the results
published in the recent literature. The Az value is greater
than the majority of the methods in comparison and the
percentage accuracies are also acceptable and encourag-
ing. This indicates that the proposed method has the po-
tential to be further investigated.

5. Conclusion
In this article, we addressed two problems: false positive
reduction i.e. discrimination between normal but suspi-
cious and mass ROIs, and the classification of benign and

malignant mass ROIs. A novel technique is presented for
extracting local directional spatial textural features from
digital mammograms using different configurations of Ga-
bor filter bank and different resolutions of ROIs. These
features best discriminate between the three tissue types
(normal, benign and malign masses) and in general, im-
prove the recognition rate of a breast cancer detection sys-
tem. The method is evaluated over 1024 ROI images us-
ing Support Vector Machine. The results for low resolu-
tion ROIs are encouraging as the feature space become
more compact and the recognition rate of cancerous tissues
in the digital mammograms has improved. Model com-
pactness indirectly implies that the feature space will be
low dimensional and thus better computational efficiency
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and better generalization of the classification model is ex-
pected and observed. Among different configurations of
Gabor filter bank, the one with 5 scales and 8 orientations
gives over all best results, because it captures the texture
micropatterns present in mammograms at different scales
and orientations in a better way.The experimental results
are compared with the results presented in some best re-
cent research works. We observed that the performance of
our approach is up to the mark and its performance is com-
parable.

There are several future avenues in order to extend the
proposed technique. The recognition accuracy is affected
by the dimension of the feature space. With different con-
figurations of Gabor filter bank, different resolutions of
ROIs and different block sizes, feature space of different
dimensions are obtained, which may include a lot of re-
dundant features. Therefore it is necessary to explore fea-
ture selection techniques to get rid of redundancy from
the feature spaces. Another issue is to find the optimal
Gabor filter bank for better description of texture proper-
ties. We plan to investigate evolutionary computation tech-
niques for the optimization of Gabor filter bank. It will also
be interesting to investigate the performance of the pro-
posed method on other complex problems like detection
of micro-calcification, breast structural disorders etc.
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