2 IEEE TRANSACTIONS ON EDUCATION, VOL. 46, NO. 1, FEBRUARY 2003

Review of Computer Vision Education

George BebisMember, IEEEDwight Egbert Senior Member, IEEEand Mubarak Shalellow, IEEE

Abstract—Computer vision is becoming a mainstream subject of Currently, there is strong industry demand for computer vision
study in computer science and engineering. With the rapid explo- scientists and engineers well versed in this technology—people
sion of m.ultlr.nedla and the extensive use of video a.nd |mage-basedwh0 understand computer vision technology and know how to
communications over the World Wide Web, there is a strong de- v it i | Id bl A It tudent
mand for educating students to become knowledgeable in com- apply 1tin real-world pro ems. Sa resu. ,.many students are
puter imaging and vision. The purpose of this paper is to review €Xpected to pursue careers in computer vision and related areas

the status of computer vision education today. in the future. This fact has triggered many discussions within the
Index Terms—Computer vision, education, image processing, re- COmputer vision community during the last few years to address
search, teaching. important issues related to computer vision education [1]-[5].

In 1996, a panel discussion was held at the Institute of Elec-
trical and Electronics Engineers (IEEE) Computer Vision and
Pattern Recognition Conference (CVPR) on improving teaching
ISION is perhaps the most important of the humaof image-related computation [2]. In the last five years, three
senses. It provides us, seemingly effortlessly, with [&EE workshops on computer vision education issues have been
detailed three-dimensional (3-D) description of a complex amlganized, in conjunction with CVPR, to address important ed-
rapidly changing world. Computer vision, the study of enablingcational issues [3]-[5].
computers to understand and interpret visual information from Although computer vision is becoming a very important and
static images and video sequences, emerged in the late 195@gtical area in computer science and engineering, it is not
and early 1960s and is expanding rapidly throughout the worlgery well represented in course offerings at most institutions
It belongs to the broader field of image-related computation afgl. In order for institutions to respond to future demands for
relates to areas such as image processing, robot vision, medigghputer vision professionals, they need to broaden and im-
imaging, image databases, pattern recognition, compuggove their curriculum by including computer vision and related
graphics, and virtual reality. image computing courses in their undergraduate and graduate

During the past ten years, computer vision has grown froptograms.

a research area to a widely accepted technology, capable ofhe purpose of this paper is to review recent efforts to in-
providing a dramatic increase in productivity and improvingegrate computer vision in the curriculum successfully and ef-
living standards. The key factors that have contributed to tifisctively. In general, this integration seems to serve three main
increase are the exponential growth of processor speed @ugiposes. The first is to teach students concepts in computer vi-
memory capacity. Computer vision is a source of powerfgion and related areas, such as image processing and robotics.
tools for industry and other disciplines, including multimediaThe second purpose is to use computer vision as an enabling
robotics, manufacturing, medicine, and remote sensing. Te&hnology to improve teaching and knowledge acquisition. The
potential practical benefits of computer vision systems algst, and probably most challenging, purpose is to use computer
immense. It is anticipated that computer vision systems Willsion as a vehicle for integrating teaching with research. The
soon become commonplace and that vision technology will eenphasis of this review is on computer vision education; how-
applied across a broad range of products, revolutionizing aser, the discussion addresses closely related areas in certain
lives. cases, such as image processing.

Computer vision is becoming a mainstream subject of study
in computer science and engineering. With the rapid explosion
of multimedia and the extensive use of video and image-based
communications over the World Wide Web, every student in Traditionally, computer vision is offered at the upper-divi-
computer science and engineering should receive some basicstolh undergraduate or graduate level in most institutions. In
ucation related to computation with images [1], [2]. It has evesome cases, it is offered as a complement or continuation of an
been argued that images represent a very important data stio@ge-processing course, and in other cases, as a stand-alone
ture that needs to be covered in every book on data structures §éctive. This section reviews several important issues related

to traditional computer vision courses.

I. INTRODUCTION

Il. TRADITIONAL COMPUTERVISION COURSES
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course are usually expected to understand and integrate knawénts vary considerably, as do the backgrounds and motivations
edge from various disciplines—something that is rarely truef those teaching computer vision courses. Therefore, the con-
Planning for students, especially computer science studenént of the course needs to be tailored to the current interests and
who may not possess a broad background is very important #brengths of the students, as well as to those of the instructor.
making the course a rewarding experience for them. In generalA recent survey [8] has considered approaches to computer
there are two approaches to handle this issue. First, studensson courses as taught at various institutions. The results of
can be required to have taken a number of prerequisite couressurvey reveal that computer vision courses offered at various
before taking computer vision. This approach, however, limitsstitutions can be classified into the following five groups:
significantly the number of students, especially undergraduates,) classic image processing;

who can take the computer vision course. The second andp) classic computer vision:;

more challenging approach is to evaluate carefully the general3) application oriented:;

knowledge that the students are expected to possess by the timg) focused;

they take computer vision and design the course around that) high-level.

knowledge to enable them to gain a strong understanding of th& first category represents traditional image-processing

fundamentals of computer vision. Maxwell [6], for exampleyqrses with limited emphasis on computer vision. Courses

has argued in favor of presenting concepts as algorithmicallyfgﬁing in the second category are comprehensive courses

poss?ble to Compu_ter science majors. A possible disadvant%qpempting to provide breadth of knowledge by offering a
of this approach is that the students might not get exposggtyey on a variety of topics. Most of these courses cover such
to important details about how certain techniques work. Aics as edge- and region-based segmentation, feature extrac-
interesting discussion about other approaches can be foundidy anq representation, camera geometry, calibration, stereo,
[7]. Also, a challenging approach to cover gaps in backgrounghion, texture, shading, and object recognition. Courses in the

knowledge “using students to teach students” is presentedyjifq category emphasize the application aspect of computer

Section I1I-C. vision and pay much less attention to theory. The emphasis
in the focused-oriented category was on presenting the mate-
B. Content : - . . . i,
o _ rial by having different foci, such as object recognition and
Computer vision research aims to understand the represerignhtent-based image retrieval. The last category emphasizes

tions and processes underlying vision in sufficient detail so thadvanced research-oriented computer vision topics.
they may be implemented on a computer. There are two main

motivations for_this: 1)to devel_op computer vision systems as a Il. | NNOVATIVE COMPUTERVISION COURSES

method of testing and evaluating models of human or other bi- _ ) _ ) -
ological vision systems and 2) to use engineering approaches t! this section, a number of innovative computer vision
design and build computer systems to solve practical problerf€Urses are reviewed. They are referred to as innovative in the
Depending on the background and interests of the instructorf&)’Se that they attempt to improve the effectiveness of teaching

offering the course, the emphasis can be shifted toward eitR&d éarmning by exploiting students” background knowledge,
direction. using interactive technology or using nontraditional teaching

The first direction is usually found in courses offered mostl?edag()gy'
by programs in cognitive science or psychology. Units of com- . .
puter vision taught within artificial intelligence (Al) courses Computer Vision Courses Exploiting Students’ Background
also have this “biologically inspired” flavor. The second anffnowledge
probably more popular direction is found within programsin en- The courses described in this section assume that students
gineering and computer science. Of course, there exist “hybridave backgrounds in certain areas to improve the effectiveness
courses that emphasize both directions, such as “Image Repfeteaching and learning. An example is a computer vision
sentations for Vision,” a course offered at the Massachusetts durse designed to follow and build upon a computer graphics
stitute of Technology (MIT). Hybrid computer vision courses;ourse at Colorado State University [7]. Their motivation was
however, are less common mainly because most instructorstgaching the computer vision course in a way that exploits
not have a background both in human perception and compudgrequisites and does not duplicate material. Specifically, the
vision. course capitalized on students’ prior knowledge of various

Deciding what to teach in a computer vision course is a topf®Mputer graphics topics, such as coordinate systems and
of debate. Because of its breadth, it is impossible to cover HIf Perspective pipeline. The material covered in the course
topics within a semester. Also, the dynamic research naturel@fluded computer vision topics, such as image generation,
the computer vision field produces new material every ye&fOcessing, matching, symbolic description, and advanced
some of which needs to be integrated into current computer gRMPUter graphics topics such as ray tracing. In this respect,
sion courses. Selecting which topics and techniques to cofdf Wo courses complemented each other very well (i.e.,
is not commonly agreed on among computer vision educatdréterial required for understanding one was likewise required
[8]. Many times, depth is sacrificed for breadth. As a result & Understand the other). A drawback with the structure of this
its interdisciplinary nature, computer vision appears in the c(ffPUrse 1S that it is not a stand-alone course. On the positive side,

riculum of various depar'Fments. Obviously, th? Interests, aptiayore information about the courses considered in the survey is available
tudes, and learning requirements of students in various depé&btim http://www.palantir.swarthmore.edu/~maxwell/visionCourses.htm
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the students were better prepared to take the computer visja@]-[22]. Usually, a software package such as Khoros [23] is
course, and the instructors were able to cover more matetiged in conjunction with the HTML material. This approach
than usual. is not fully interactive and relies on platform-dependent soft-
At Rey Juan Carlos University in Spain [9], standarevare. Recently, several computer vision educators have built
algorithmic techniques were integrated in an undergraduditdly interactive materials by integrating software written in Java
image-processing/computer vision course to enable studeints HTML documents [24]—-[26]. Java has the advantage of
to better understand image operations and algorithms. Tiing machine independent and is freely available. An inter-
emphasis was on algorithm design techniques for imagsting idea to make computer vision algorithms publicly avail-
processing, that is, teaching the students how to design effble over the Web using Java is also proposed in [27]. Many
cient (both in terms of time and memory) image-processingnes, computer vision researchers make their source code avail-
algorithms, an issue of practical importance. A complementaayple to the community (e.g., through “anonymous file transfer
strategy where computer vision examples were integratptocol”); however, it is not always easy to compile and run
in an algorithms course to improve the understanding tfe code because of platform compatibility issues. The idea in
algorithms is discussed in Section V-A. The course at R¢®7] is to build interactive Java-client/common gateway inter-
Juan Carlos University covered several traditional topicice (CGl)-server applications to enable testing computer vision
with each topic being related to a number of algorithms aradgorithms over the Web. Implementing computer vision algo-
major design techniques (e.g., quad-trees, median filteringhms on a machine-independent platform (e.g., using Java) and
and split-and-merge were related to the divide-and-conquagaking them available to the community would be very benefi-
technique). The lectures stressed the efficiency aspectsciafl when teaching these algorithms in computer vision courses.
image-processing algorithms and were reinforced through aBesides building online materials and online “demos,” the
number of laboratory assignments and practical projects. lgarning experience can be furtherimproved using “true” collab-
some cases, students were given an algorithm and were askedive student learning. The University of lowa, lowa City, has
to identify the design technique that best described it. In othachieved this objective using a state-of-the-art electronic class-
cases, a simple image task was given to them, and they weyem [28]. All students are provided with a fully functional net-
asked to devise an algorithm for that task using a particulaorked workstation that serves as a tool for educational material
design technique. Overall, the course improved the studerdas’well as for direct experimentation. Each lecture is a combi-
understanding of various image-processing/computer visioation of presentation of concepts, examples, and practical ex-
algorithms while reinforcing their knowledge of algorithmploratory problems. The instructor’s station can send live video
design techniques. to all other workstations in the classroom. The video can come
from a charge-coupled device (CCD) camera, a visual presenter,
B. Computer Vision Courses Using Interactive Technology oraVCR. Using special software, any X-Window can be shared

Active involvement of students in the learning process alloff$Ween the instructor and the student screens, allowing inde-

them to learn more effectively and successfully. Traditionall *ender!t student groups to he formed. The lecture IS delivered
1 an instructor-controlled and shared Netscape window. An

computer vision courses are taught by a series of lectures, | i

oratory sessions, and assignments. Although the subject mai’féﬁ"“‘?”a' window is shared with students to allow two-way in-
of computer vision is inherently visual, theoretical concepts afgraction between the mst_ructor and the SF“de”tS- Examples and
algorithms are discussed with few demonstrations and exerci .Ioratory_ problems are |m_pI<_amented using Kh_oros [23]. Aiter
Krotkov from Carnegie Mellon University, Pittsburgh, PA, saidn€ theoretical part of a topic is presented, the instructor could
in his statement at the 1996 CVPR panel [2], “As every corpresent an example to the students, or the students could work
puter vision scientist knows, it is difficult to understand ho" an explorqtory problem (e.g.,.test the'Ca'nny edge detector on
a particular algorithm works without actually applying it orf number of images and expen_ment with its parameters)_. The
various images, using various parameters. It is hard to conJggtructors have found thgt the p|ggest ad\_/antage of Igctunng n
this experience to the students using only a few images. E electronic classroom is the incorporation of practical prob-

more difficult is trying to demonstrate to the students how alg(l)e-mS W|th|n.the Iepture, allowing the students to ach|e\{e basic
rithms that operate on video sequences perform.” Obviously, E\H derstanding of important concepts during the lecture in a col-

traditional approach hinders the learning process significantijoorative way.

Ideally, students should be able to understand the algorithms'/Nile the concept of course delivery in an electronic class-

their properties, and the theory behind them by testing thdffP™ is very at_tragtive and effectiye, cost constra}ints. do not
on different inputs and by changing parameter values. Ess€ ow many |nst|tqt|ons to adopt'thls approgch. Using interac-
tially, laboratory sessions and assignments have this role. HJWYE COUrse materials, however, is a more viable approach that

ever, few algorithms are assigned for implementation beca i@y P€ adopted more easily. Section VIl presents a more exten-

of time constraints, and it is difficult to maintain synchrony pesSive review on software tools and environments that are avail-

tween class lectures and lab sessions. To alleviate these pﬂmg for teaching and research purposes.

lems, several computer vision educators have considered using ) ) )

interactive technology to offer “hands-on” learning experiencés COMputer Vision Courses Using Student-Centered Learning

to the students. Traditionally, computer vision is taught based on lectures and
A common approach to improving student learning is throughxtbooks. Although this approach can be effective for certain

creating online HTML-based materials containing multimediginds of learning, it is a poor method for meeting higher cogni-

objects, such as embedded images, sounds, and demonstratiea®bjectives, such as critical thinking, and does not motivate
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students to learn [10], [11]. In this section, several innovative Very similar objectives were defined for a computer vision
approaches to teaching computer vision are reviewed. Témurse taught at Sheffield Hallam University, South Yorkshire,
innovative element in these courses is in the teaching pedagagiK. [16]. In contrast to traditional computer vision courses,
used. Specifically, all the courses reviewed below have sevendiere the goal is to familiarize the students with a variety of
common goals: to improve student learning, help studerieschniques, the goal of this course was to instill appropriate
develop problem-solving skills, expose them to recent resealdbits in the students. The course targeted real-world computer
results and the process of doing research, and instill approprigitgon applications (e.g., in manufacturing), and the objective
habits in them, such as lifelong learning. Lifelong learning, iwas to teach students how to evaluate and identify appropriate
particular, is very important in the context of a rapidly changingrior knowledge in order to design successful machine vision
field such as that of computer vision. A draft report of the jointystems. Through a number of inquiry-based group assign-
IEEE/Association for Computing Machinery (IEEE/ACM)ments, the students learned about lighting techniques, cameras,
task force on Year 2001 Model Curricula for Computing [12[enses, digital image processing, and interfacing. At the end of
mentions that “Fundamentally, teaching students to cope withe course, students had a better understanding of the strengths
change requires instilling in those students an attitude of miadd weaknesses of computer vision technology.
that promotes continued study throughout a career.” A seminar-based approach was compared with a problem-
To meet these objectives, several computer vision educatbesed approach in an undergraduate computer vision course at
have adopted a number of innovative approaches basedtlom University of Otago, Otago, New Zealand [17]. Both ap-
nontraditional educational methods that target student-centepedaches were found to be more effective than the traditional
learning. The two most common forms of this approach aepproach based on lectures. Between the two approaches, the
problem-basedlearning andseminar-basedearning. Sem- problem-based approach was found to be more effective. In the
inar-based approaches focus on group discussion and have $essinar-based approach, a particular computer vision topic was
emphasis on implementation. Problem-based approachesd@mtussed every week. The students were required to read in ad-
the other hand, emphasize research and implementation usiagce a “classic” paper in the field and to find and review a re-
group work. cent, related journal paper on their own. The review was based
The undergraduate computer vision course at California Statea number of questions similar to those found in journal paper
University, Hayward, [13] follows a problem-based approaateview forms. They were also expected to work on a computer
by integrating experimental-based learning experiences (ELE#&ion project chosen on their own and submit a report at the end.
[14], [15]. The main goal was to transfer effectively to the stuFhe seminar-based approach achieved a number of important
dents both important skills and knowledge. Following the debbjectives, such as teaching the students the essentials of com-
inition given in [13] of an experimental learning experienceuter vision, showing them how to search the literature to find
being the presentation of a problem or task with no solutiarew techniques, and helping them to develop critical-thinking
given, students were required to do “research” in order to solskills. The main weakness of the seminar-based approach was
them. That is, they defined the problem, reviewed the literatutbat the students were not able to achieve an in-depth under-
broke down the problem, investigated potential solutions, implstanding of the techniques discussed because of time constraints
mented, tested, and documented the results. The emphasisavakhigh-level discussions of the topics.
not only on imparting to students computer vision knowledge The problem-based approach attempts to alleviate some of the
but also on instilling in them investigative skills and appropriateroblems associated with the seminar-based approach by being
habits that would allow them to tackle unsolved computer vinore focused and offering more hands-on experiences to the
sion problems. The course material included some traditiorsidents. The course was divided into six units, including the
topics from image processing and computer vision (e.g., pixébllowing topics: reconstruction and filtering, edge detection,
based and area-based operations, segmentation, and rec@i@ipe representation, object recognition, stereo correspondence,
tion) and was structured around the ELEs. Three ELE exailmd optical flow. A classic paper or a textbook chapter was as-
ples are givenin [13]: the green-screen experiment (i.e., a gresigned for reading before each session. Students were also re-
screen system that filters out the green-screen backdrop andjuired to review a recent related paper as in the seminar-based
serts any image in the background); the pseudocoloring expeproach. For each unit, the students had to implement a classic
ment (i.e., using a grayscale image of a woman'’s hair, obtainedhnique and submit a report. The choice of implementing a
from a special X-ray scattering machine, to pseudocolor certailassic technique rather than a recent one was made to leave
concentric rings toward the outer part of the hair that might imore time for experimenting with the technique and analyzing
dicate the presence of cancer); and the dog-tracker experinmtet results. Overall, the problem-based approach was found to
(i.e., detecting in a scene the motion of a dog). In addition twe more effective than the seminar-based approach, despite the
the ELEs, traditional programming assignments were givenfiact that fewer topics were covered. Concentrating on a few
the students. Two interesting aspects of the course are: 1) tlbehniques while trying to teach the skills of thinking, analysis,
projects involved both software development and vision hardnd evaluation seems more important than teaching more classic
ware system configuration and 2) emphasis was placed on gréeghniques.
work and collaborative learning using corporate organizational Traditionally, computer vision is taught in bottom-up fashion;
models. Both of these important issues have been brought upttgt is, students are taught the fundamentals (i.e., background
a number of industry researchers in the 1996 CVPR panél [2knowledge) before being exposed to primary material. Recently,

2More information about this course is available from http://classes.mon-3Further information is available from http://www.cs.otago.ac.nz/research/
terey.edu/CST/CST332-01/world/index.htm vision/Research/TeachingVision/teachingvision.html
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the computer vision course at the University of Otago was taudidackground on digital video and apply it to generate their own
in a top-down fashion, based on the idea of “using studentswioleo production.

teach students” [18], [19]. The approach was problem-basedCoupling the technical aspects of the course with the enter-
again; however, the students were exposed to material thattegament aspects of generating special effects has made this
quired knowledge they did not previously have. To cover thetburse very appealing to the students. The course had two
deficiencies in background knowledge, they had to work bacgrojects: the first was to familiarize the students with the subject
ward to teach themselves what they needed to know. This se@-an individual basis, while the second emphasized group
nario was inspired from the way active researchers fill their owgork and was much more demanding. The projects involved
gaps in background knowledge. In particular, the students sth computer vision and computer graphics concepts (e.g.,
viewed recent computer vision papers and chose a set of bagicking colored objects and replacing them with renderings).
ground topics with the help of the instructors. Each student thgRe students were also required to do a critical evaluation of a
worked on one background topic and prepared a written tutoridgment from a movie. Using a similar approach to “students
for use by the others. Each student received peer reviews of theliching students” (see Section 111-C), they were required to
tutorials from the other students and the instructors. This “bacygy an effect of their choice and then try to explain to the
ground skills” unit was implemented in a six-week segment thafass  pased on their own understanding, how the effect was
was part of a two-semester computer vision course. The rﬁ%‘herated.

of the course followed the problem-based approach. Comparee. course is a good example of an application area that re-

with previous years, students performed better in the coufags o the combination of knowledge from several other areas.
when ;hitop-ldcéwn %ppfro“ach_was used(.j Overall, acqu;]rlﬂg bagknrovides an important opportunity for students to integrate
ground knowledge by Tollowing a top-down approach has ﬂ}ﬁd use their acquired knowledge to solve practical problems.

benefit of preparing students to become more active partidpaﬁ)téspite the obvious benefits, adopting such a course in other

in their learning and encourages them to follow a research {Rstitutions would be rather difficult because of the heavy soft-

reer. Although 'F is difficult t(.) draw any general Cor'CI'“'S'On%\/are, hardware, and equipment requirements as well as the need
about the effectiveness of this approach based only on the {& sianificant lab space
sults of this small pilot study, teaching background knowledge 9 pace.

in a top-down fashion is an interesting approach that WarrarétI
further investigation.

The “Visual Interface” course offered at Columbia Univer-

?y, New York, NY, is an elective undergraduate course [30].
The goal of the course is to introduce students to the use of vi-
sual input, not only for data but also for the control of computer
IV. COMPLEMENTARY COMPUTERVISION COURSES systems. Using imagery as a direct form of control input rep-

In this section. a number of complementary computer visi resents a major research direction within the computer vision
' P y P Qféldl. The course content is based on conference and journal ar-

courses are reviewed. These courses are not based on trad't'ﬁgl%s, doctorate dissertations, and online Web demonstrations.

C?]r;pl;therr:/'s'?ﬁ pr|n;:n|plets ?\r/\ld ito:ls, ?rind rhﬂr role is to SUPPOFhe lectures are organized around the following six case studies
and enhance the computer vision curricuium. of working visual systems:

1) visual gesture interpretation;

2) visual information retrieval;
Computer vision education needs to adapt rapidly to the pace3) natural language interpretation;

of modern innovations. Recent advances in the field have made4) visual guidance of vehicles;

imperative the development of new and improved computer vi- 5) visual surveillance;

sion courses at both undergraduate and graduate level. In particé) visual methods for biometrics.

ular, computer vision education has begun to follow comput¢he emphasis is on surveying and analyzing the architecture, al-
vision research into interdisciplinary areas, such as virtual rgorithms, and underlying assumptions of these systems but also
ality, human—computer interfaces, and medical imaging. In thés exploring these systems’ foundation in cognitive science and
section, several representative computer vision courses aregigficial intelligence. Comparisons among different designs and
viewed. decisions are also emphasized. No prior knowledge of computer
An elective undergraduate course called “Digital Video Spgision is required. In fact, the case studies cover many traditional
cial Effects” has been offered twice at the Georgia Institute @bmputer vision fundamentals and techniques, but not in the tra-
Technology, Atlanta, with great success for the last two yeaifional order or depth.
[29]. This course is not a pure computer vision course, butratherThe students were required to finish two programming as-
a combination of computer vision, image processing, computggnments and a final paper or project. The first programming
graphics, digital video, digital audio, and cinematography. Thgsignment was to design a “visual combination lock” (i.e., to
goal of the course was to teach students video and audio manigtbcess a sequence of images to determine if the user had placed
lation, processing, analysis, and synthesis. The course contaiggéghe body part, such as his or her hands, in a predetermined
technical lectures on the subject of digital video processing agglquence of locations). The second assignment was to parse an
was built upon the students’ computer science and engineerjfthge into English. Both assignments contained a creativity step
core background, offering them the opportunity to apply and ex-

ten_d their knowledge in the context of a ve_ry -motivating appl!— 4More information about the course and a sample of projects are available
cation. The students were expected to assimilate the theoretiaah http:/iwww.cc.gatech.edu/classes/cs4803d_99_spring/

A. Advanced Computer Vision Topics
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(i.e., something extra the students had to do on their own to dandle this problem and establish a strong foundation for en-
tend the capabilities of the system). The final paper was requirailing student research in computer vision, an elective course
to be a state-of-the-art report of some aspect of visual interfaces, mathematical methods for computer vision has begun ap-
while the final project was an implementation of a small-scafgearing in the curriculum of several institutions. At Rensse-
system that could process visual human data for a particular &er Polytechnic Institute (RPI), Troy, NY, Stewart and Mundy
plication (e.qg., visual burglar alarm or a visual-based computes-instructed a course “Mathematical Techniques in Computer
log-in). Vision” in Fall 20008 At Stanford University, Standford, CA,
Adopting this course in other institutions is straightforwardlomasi has taught several times over the last few years a course
It does not have any special software requirements [an improvédiathematical Methods for Robotics and VisiérAt the Uni-
version of Sun’s X-Windows Imaging Library (XIL) is used atversity of Nevada—Reno (UNR), Reno, Bebis taught a course
Columbia University] and can be tailored to the specific intefMathematical Methods for Computer Vision” in Fall 2001.
ests of the instructor without difficulty. Related courses have been taught at the Hebrew University of
At the University of lowa, a two-course sequence on medicdgrusalem, Jerusalem, Israel (i.e., “Math for Computer Vision
imaging is offered, called “Physics and Analysis of Medicand Robotics?), the University of Zagreb, Coratia (i.e., “Math-
Images” (I & II), [28]. The first course covers the physics ofmatical Methods in Image Processihgand the University
medical imaging modalities [e.g., X-ray, computed topograpt®f Lund, Lund, Sweden (i.e., “Mathematical Methods in Com-
(CT), position emission tomography (PET)] and the image-pruter Vision and Image Analysis”). Similar courses in related
cessing techniques used to analyze the images. Specific togitgas have also been developed (e.g., “Mathematical Methods
include medical image reconstruction, enhancement, analy$@, Computer Graphics” at Stanford University). The subject
and clinical interpretation. The second course concentraf8ems to have reached a certain level of maturity in some of
mostly on nonionizing radiation modalities (e.g., MRI andhese areas, justified by the availability of several books [31],
ultrasound) and advanced topics of medical image analydi$2]-
such as geometric operations, noise removal, classifying andchoosing the structure, prerequisites, content, and assign-
recognizing objects, and 3-D visualization. The course larggiyents for such a course is not easy. The most challenging is-
targets students in biomedical engineering, electrical and codyes are what to assume is known and what to teach. Depending
puter engineering, medicine, and radiology. Students who tai@ the student audience (e.g., undergraduates or graduates), the
the course are expected to have backgrounds in linear systéwgber and type of prerequisites can vary. Because of the inter-
analysis, signal analysis, college physics, college biology, adligciplinary nature of the field, a broad range of mathematical
human physiology. techniques and tools are being used in computer vision research.
Lectures are conducted in an electronic classroom followitégearly, the traditional engineering background is not sufficient.
the lecture—example—experiment teaching philosophy (see Seéen active researchers find it challenging to keep track of and
tion 11I-B). Students were required to complete several programnderstand all of these techniques and tools. The lack of text-
ming assignments (e.g., use region growing to find the bordd@oks makes this task even more difficult. Most computer vi-
of the left ventricular chamber) and a semester project, which g&on textbooks assume that the students already know how these
quired some type of quantitative assessment of a disease pro@@lniques work or provide a brief description in the appendix.

identified with a medical image and using an automatic segméR-most cases, however, the students do not have the background
tation method. assumed, and they cannot understand a technique based on the

material provided in the appendix.

The courses mentioned previously were primarily taught
based on lecture notes, book chapters, and research papers.

Computer vision is a broad-based field of computer sdrrom the Web pages of those courses, there is a bias seen in the
ence that requires students to have both a good and a brehdice of topics, depending on the background and interests
mathematical background. Most students, however, especidlfythe individual instructor. The “Mathematical Methods for
undergraduates, do not usually have sufficient mathemati@gbotics and Vision” course at Stanford University is offered
background. In an effort to make up for students’ weait the undergraduate level and is probably the most mature
backgrounds, most educators either spend too much timeamnong all the courses mentioned. It has been taught several
teaching background concepts or instead skip the mathenibmes in the past, and Tomasi has written some excellent notes,
ical details and proceed immediately to demonstrations amtich are available from the course’s Web page (see footnote
implementation. Both approaches have their strengths ahdat the bottom of the page). The course has a theoretical
weaknesses. The first approach allows for an in-depth coverdiggor. Homework emphasizes mathematical problems, and
of a relatively small number of computer vision topics, whil@rogramming assignments are rather limited. The goal of the
the second approach favors covering a broader range of togiogrse is to teach students some of the key tools of applied
but in much less detail. In the 1996 CVPR panel [2], a generaiathematics without really emphasizing computer vision or
agreement was thgt the'math/theory side of comquer visiorghttp://WWW.Csmi_e dul~stewartmath,_vision/
should not be_ sacrificed in favor_of fancy demonstrations thate’http://WWW.stanford.edu/class/csZOS/
hide the details of how the techniques work. Thitp://www.cs.unr.edu/~bebis/MathMethods

In order to satisfy this goal, instructors are forced to spententtp:/mww.cs.huji.ac.il/course/mfvr/
a significant amount of time teaching background concepts. TGhttp://ipg.zesoi.fer.hr/teach/mmip/index_en.html

B. Mathematical Methods for Computer Vision
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robotics. The prerequisites of the course are calculus and lineaty how to apply each technique but also how to recognize
algebra. The particular subjects covered in the course inclugbat mathematical approach to apply to new situations. Dis-
algebraic linear systems, function optimization, ordinargussing math in the context of practical applications is a good
differential linear systems, statistical estimation, tensor fieldgy to address some of these issues. The course at UNR em-
of several variables, partial differential equations, and spanskasized both theory and applications in contrast to the Stanford
linear systems. University and RPI courses that were taught mostly in a theo-
The course at RPI has been taught only once so far. Tiggical manner.
course was offered at the senior undergraduate level and hafourse lectures were organized as self-contained modules.
calculus and linear algebra as prerequisites. No backgroundEiach module was accompanied by lecture notes, a list of reading
computer vision was assumed. The topics that the instructopgterial, case studies, and pointers to software resources. Each
chose to teach were linear algebra (review), analytical and ptne a math method was covered in class (e.g., principal com-
jective geometry, transformations, statistics, estimation, robuitnents analysis), a number of case studies (e.g., face recog-
estimation, and numerical techniques. In contrast to the Stanfition, object recognition, and estimation of high-dimensional
University course, the RPI course emphasized some compuggbability distributions) were also discussed to make the theory
vision topics, such as projective geometry, cameras, multivi&ear and more interesting. There were neither homework as-
geometry, and application in face and object recognition. Horrgignments nor formal exams, but there was a short quiz after
work problems were mostly mathematical, and there were t&lae completion of each topic. Also, there were two program-
programming assignments on estimating transformations. ming assignments, one comparing principal components anal-
At UNR, the course was taught for the first time in Fall 200¥Sis (PCA) with linear discriminant analysis (LDA) for face
and subsequently in Spring 2002. The course was offered at fgognition and one using wavelet features for fast image re-
junior/senior undergraduate and introductory graduate leveéfdeval. The students were also required to choose one of the
The prerequisites were data structures, calculus, linear algefifathematical methods discussed in class, study three or four
and probability and statistics. No background in image pr&apers discussing applications of this technique in computer vi-
cessing or computer vision was assumed, other than some b8§8, summarize the papers, and give a short presentation to the
knowledge of image manipulation. To ensure the selection &St of the class.
a representative set of topics, the following directions were ex-

plored: C. Robotics Courses

1) searching the computer vision literature to summarize

) X i . Depending on the institution, computer vision can be
the major mathematical tools used in computer vision re- . ; -
search: used in support of robotics, or computer vision can be the

L . . rimary focus, with robotics as an example application. For
2) considering the mathematical background sections pro- . . . . L
. . . - example, Gini at the University of Minnesota, Twin Cities,
vided in the appendix of most computer vision and relat

N, describes learning computer science through robotics

textbooks; rojects, and computer vision is used as a navigational tool
3) collecting information from computer vision course We ) ' P! : . 9
pages 34]. Clement describes an instructional laboratory at the U.S.

Naval Academy, Annapolis, MD, designed for teaching both
The topics included in the Fall 2001 syllabus were: image-preobotics and machine vision courses, which gives equal weight
cessing transformations (e.g., Fourier transform and wavefeteach of the two topics [35]. Some areas of emphasis, such as
transform), linear algebra review, dimensionality reductiomanufacturing technology, seem to integrate computer vision
(e.g., principal component analysis), probability and statistiesid robotics so closely that they become one field (robot
review, classification (e.g., Bayes’ classifier, linear discriminanision) [36], [37]. Krotkov [38] describes the use of robotics as
analysis, neural networks, support vector machines, Bayesigfeaching tool throughout the curriculum in several specialized
nets, and hidden-Markov models), clustering, calculus revieggurses at Carnegie Mellon, including computer vision, Al,
optimization (e.g., simulated-annealing, genetic algorithmgnd mechatronics. The use of robotics has become widespread,
and constrained optimization), numerical methods (e.g., sifeginning with simple LEGO systems for use in K-12 and
gular value decomposition, Newton’s method, and gradiefieshman engineering courses as described by Wang [39]. This
descent), estimation (e.g., least-squares, robust estimation, @leéhentary use of robotics usually does not include computer
Kalman filter), projective geometry, computational geometryision applications. However, as robotics is incorporated
and algorithms (e.g., hashing, greedy algorithms, dynamifroughout the computer science and engineering curriculum,
programming). computer vision applications begin to become a standard part

This list of topics provides enough material to be covered of robotics. Murphy [40] describes five outcomes of a robotics
a two-semester course sequence. Unavoidably, the Fall 2001aaimpetition course, and one of them is “competence with
fering covered fewer topics than initially planned and focusembmmon industrial vision and machine perception techniques.”
mostly on pattern recognition techniques. Because of time cdviurphy also writes an introduction to a special issue of IEEE
straints, emphasis was placed on teaching the students “whaNEELLIGENT SYSTEMS on robotics and education [41]. This
possible” and “how to learn details” when necessary, rather thssue has four articles that describe a range of issues, from
covering everything in detail. When teaching students a numisatting up a robotics lab to integrating robotics with other topics
of mathematical techniques, the instructors must teach them []-[45].
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D. Other Supportive Courses Integrating computer vision examples into core courses seems

Several supportive computer vision courses exist in the cif-P€ the next most feasible solution. _ _
ricula of many institutions. Among them, the most common COMPUter vision examples can be integrated in various
ones are image processing, computer graphics, pattern rectjirses naturally without Qetractmg from the or|g|ne}l te.ac.hmg
nition, and Al. Image processing can be considered as low-le@@@ls. Instructors can easily adopt these examples in similar or
computer vision and is usually a prerequisite for many corfelated courses while keeping the original topics in each course
puter vision courses. Computer graphics can be thought of88stly intact. Students usually need some assistance with
the inverse of computer vision, since the objective is the sytgarning how to read, write, and display images, but no other
thesis of an image, rather than analysis. There is significdfftowledge of image manipulation is required or assumed. In
overlap between graphics and vision (e.g., cameras and illurfflost cases, a skeleton program having the previously described
nation models). Quite often, vision concepts are discussedbiasic functionality is provided to the students to save time.
graphics courses, as graphics are discussed in vision courses
(e.g., insert artificial objects in real scenes). A computer visigh. Using Computer Vision Examples in Core Courses

course requiring computer graphics background knowledge Wag) programming: Programming  assignments  should

presented in Section IlI-A. Pattern recognition, and particularlyamonstrate and reinforce important programming concepts

statistical pattern recognition, courses cover a number of tecfyy techniques discussed in class. Usually, however, program-

nigues that have great application in computer vision. Finall%ing courses lack assignments that are sufficiently engaging.

Al courses usually include an overview of the most |mportaq{hey specifically emphasize programming skills and fail to

computer vision areas. expose the students to a broad range of computational prob-
lems. Nonmajors, in particular, often perceive these courses

V. USING COMPUTERVISION TO IMPROVE LEARNING AND as difficult, because they emphasize computer systems rather
KNOWLEDGE ACQUISITION than applications, and programming style rather than hands-on

)éBIoration. Several educators have tried to make these courses
ore interesting by including selected topics from more
vanced courses [46]. Demonstrating programming concepts
g image manipulation concepts can be accomplished very
ni';\turally. Arithmetic and logical operators, for example, can be

generate a lot (_)f enthusiasm for learning. Quite oft_en, howevcetj:l monstrated by applying them on images. The demonstration
students are discouraged by the nature of the projects they Tf certainly be more impressive and inte.resting than using

asked to implement because the projects lack connection W\ll\ﬁ A ther data. LooDi fruct be d trated
the real world. Assigning challenging programming project%r.nos any other data. Looping structures can be demonstrate

that connect what the students are learning to real applicatic?_il%ng topics such as image sampling, quantization, or scaling.

can capture their minds and motivate them to learn more. inally, -if- structures can be demonstrated using image thresh-

Computer vision is an excellent tool for demonstrating geﬁ—lqll?]g're are several interesting imaqe-related proiects that
eral principles in computer science and engineering, as We”r?asve been introduced into vario?;s rog rammin cpoujrses Two
for improving learning by increasing student motivation. Be- Prog 9 '

. g - Brojects, one based on edge enhancement and the other on
cause the visual experience has strong applications appeal, com:

m . )
bined with strong intuitive appeal, computer vision is ideal ghnage compression, were used in CS1/CS2 courses at the Poly-
: te&hnic University of Madrid, Madrid, Spain, to demonstrate

use in studying programming, data structures, algorithms, a]n . _ . . )
. . A0ps, one-dimensional (1-D) and two-dimensional arrays, files,
hardware-related courses. It can help impart cohesiveness to . y
ecursion, and trees [47]. Contrast enhancement, histogram

course concepts and bring them closer to real life than is freursion : . .
usual practice. Its interdisciplinary nature also makes Comquequallzanon, and hidden message extraction from images
X ere used in a CS1 course at Northeastern University, Boston,

vision an excellent learning tool for teaching students to int%v/—IA to demonstrate data formats, file organization, and file

rate and use their acquired knowledge. . : . .
9 9 9 manipulation and also to help students practice loops, decision

Integrating computer vision examples in core courses also h:’ilS . . ) .
. S a{ements, assignment statements, arithmetic expressions, and
the advantage of exposing a large number of undergraduates a : . o
o arrays [48]. The students in that course found it very exciting
an early stage to computer vision and related areas. It has begen . L : . .
1 z%} the images they were using in their assignments were im-

argued several times that all computer science students nee . .
: es of Mars collected by the National Aeronautics and Space
to be exposed to the fundamentals of image-related compujd-"—". . . . . . .
) , ; ) .~ Administration Viking Orbiter. At Duke University, Durham,
tion to prepare them for today’s demanding computing envirop- ) : . :
. . S ; " NC [49], the final programming assignment in a CS1 course
ment [2]. Despite the increasing importance of image manipu- ) . i - . )
S . was based on image manipulation. Simple image compression,
lation in everyday computing, few undergraduates get expose . : . N
. ._.__based on run-length coding, restoration using median filtering,
to this area, because most departments offer computer vision at . ) )
. nd image expansion, were used to reinforce control constructs
the advanced undergraduate or introductory graduate level. Ide- : : .
. i . ... __and array$?® In a freshman engineering honors programming
ally, adding a computer vision course with less prerequisites a

a lower level would solve this problem. However, most depar‘f—Ourse at Purdue University [50], West Lafayette, IN, students

ments cannot afford adding more courses into their curriculum20See http://www.cs.duke.edu/csed

One of the challenges computer science educators are fag
with today is motivating students to learn. An invaluable tod[!
to be used in this process is assigning interesting programm%
projects that impart cohesiveness to the course concepts
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worked in four-person teams on an image analysis project thatroduced as an example of 2-D arrays. Basic concepts, such as
involved halftoning, using histogram thresholding, and edgslges in images being changes in brightness, are explained so
detection, using the Laplacian mask. The objectives were tteat students can understand the processing they will perform.
reinforce programming concepts, group work, and the abilifyhe project consists of a menu-driven image-processing pro-
to handle large, open-ended problems. The project seemedjtam with several functions, including file read and write, neg-
be rather ambitious; however, the overwhelming voice heaative, rotate, threshold, and basic filter. The necessary program-
from the students was that they developed incredible amouniig does not involve anything beyond what was covered in the
of programming skills. course. Students are given a function to read a black-and-white
Computer vision concepts were also used in a C++ prograportable gray map (PGM) file and use this function as a model
ming course at Michigan State University (MSU), East Lansingn which to base the writing of their own file-write function.
MI, that was designed especially for nonmajor graduate studeAtsother functions simply involve array manipulations. One of
in science and engineering [51]. The course was designed floe image-processing functions is an operation of the students’
mature students who wanted to learn programming for their ran choice. Many students were very creative in their choice
search, and the course capitalized upon their good math bagkeperations, and most students enjoyed the project. The visual
ground and research interests to motivate them to learn Cfeedback made them feel they could really accomplish much
using computer vision concepts. Three of the programming agith only one programming course.
signments given to the students were computer vision relatedTo develop the programming skills of radiography undergrad-
The first was based on connected components and invariant oates, Allan and Zylinski [54] have used image-processing ex-
ject recognition, the second on image compression and motemples in a programming course at Royal Melbourne Institute
detection, and the last one on ray tracing, camera models, afidechnology, Melbourne, Australia. In this course, students
reflection models. Lecture time was spent on topics relatedl&arn to program in Visual Basic by implementing a digital sub-
the projects, such as image enhancement, masks, convolutteation angiography package.
camera models, perspective projection, and reflection models2) Data Structures:Solving a problem efficiently requires
Probably, too much material was covered within a short perid@iowledge of efficient algorithmic technigues. Implementing
of time; however, the course was offered to mature graduate ghe solution efficiently, however, requires knowledge of efficient
dents. Programming concepts emphasized by projects includiada structures. Introducing data structures to students through
data representation, file input/output, nested for-loops, 2-D ammputer vision examples can provide a very clear demonstra-
rays, recursion, and class reusability. tion of these issues in the context of a real application. Com-
In another course offered at the Harvard University Extensiqruter vision deals with algorithms that process and extract im-
School, Cambridge, MA [52], case studies from some practigabrtant information from images. Knowledge of the theoretical
computer science application areas, including image processiragis of these algorithms is not sufficient, because one has to
and computer vision, were used to teach introductory appliedplement these algorithms efficiently using appropriate data
computing to general-education students. The emphasis wastrnctures. Many computer vision tasks offer a natural way to
problem-solving and design techniques, rather than programtroduce basic data structures, such as arrays, queues, stacks,
ming, thus addressing some of the issues mentioned in the ligs, trees, and graphs.

ginning of this section. In each case study, the students were firStrhe data structures course at the University of South
introduced to the subject and then asked to use previously impiggrida (USF), Tampa, FL, has been taught several times
mented systems to perform design and problem-solving tasksing computer vision examples [55]. Students taking the
The studies related to Computer vision were based on imqgﬂjrse are not required to have any prior knowiedge in image
enhancement and face recognition. Adobe Photoshop was usgstessing or analysis. To make up for the students’ lack
to demonstrate simple image enhancement techniques, whilgf &yackground in image-related computation, one lecture is
simple face recognition algorithm, written by the authors, wafedicated to discussing the fundamentals of image generation,
used to demonstrate various issues involved in the dESign %9resentation, and processing_ Seven programming assign_
face recognition system, such as choice of an image-similarfyents are described in [55], each one emphasizing a different
metric and sensitivity to lighting, facial expression, and heaghta structure. Students work in groups to complete the as-
pose. signments. The goal of the first assignment is to help students
Computer vision examples have also been integrated in fib”\%lctice arrays by implementing simple image-processing
“Introduction to Computer Science” (CS 201) course at UNRyperations, such as thresholding and binary morphology. In
This typical CSAB CS1 course is the first programming coursie second programming assignment, the students practice
for most students. The introduction of computer vision in thigtgcks and queues by implementing the connected components
course comes at the end of the semester with two lectures %Tgbrithm. The third assignment teaches students to design
an image-processing term project [53]. One lecture covers ggd manipulate lists. Lists are demonstrated by using them
search principles and computer vision basics, followed byt@ construct the run-length code of an image or to store the
second lecture with questions about the project. Image data gé@nected components. Trees are demonstrated in the fourth
The course material and assignments are available frofssignment, where the students construct quad-tree representa-
http:/Avww.cse.msu.edu/~cse891 tions of binary images. The fifth assignment introduces graphs
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through the task of image-based spatial reasoning. Hashinglévelopment (e.g., using decision trees for object recognition
demonstrated in the sixth assignment in the context of a 2&dd graphs for region-adjacency representation).
shape-classification problem. Finally, median filtering is used 3) Algorithms: Courses on the analysis of algorithms often
to demonstrate sorting in the last assignment. The assignmentsude little programming and do not emphasize practical ap-
were designed to emphasize good software principles, sumiftations. Many times, students perceive this course as rather
as modularity, information hiding, and reuse. A quantitativiempractical because of its heavy theoretical content. Students
analysis of the effectiveness of these assignments using paek motivation to study theory unless they are exposed to inter-
and post-assignment tests is reported in [56]. The resultsesting applications. At least two efforts have been documented
the analysis indicate that the assignments have contributedntegrate image-related computation concepts into algorithms
significantly to the understanding of data structures and bag&¥], [58]. In both cases, the students demonstrated higher moti-
software design principles. vation and better understanding and retention of the course ma-
A similar approach has been used to integrate computer térial.
sion examples in the data structures course at UNR. The mairin [57], the emphasis was on the implementation of specific
difference from the USF approach is that the assignments hagorithms and data structures, empirical analysis of their
been augmented with inquiry-based material to motivate the sperformance, and comparisons with their theoretical time
dents to extend and improve the algorithms to be implementedmplexity. Four programming assignments were designed
The goal was to improve the students’ critical thinking skillso allow the students to acquire hands-on experience with
and give them a taste of what research is all about. To madilgorithms and grasp difficult concepts. Students were assumed
vate them, extra credit was offered for interesting ideas. Stio-have no prior experience with images. The first assignment
dents were not expected to have any prior knowledge of imagas on representation of images. The purpose was mainly to
processing or manipulation. In the beginning of the semesttamiliarize the students with image encoding; however, they
they were introduced to the fundamentals of computer visi@iso implemented some simple functions (i.e., compute mean
and image processing with two lectures. The first lecture emray-level value), measured the running time of each function,
phasized the area of computer vision and discussed promisamgl determined the dependency of the time on the image size.
applications, accompanied by video-based demonstrationsTtee second assignment was on median filtering, which requires
spark their interest. The second lecture was more technical dast sorting algorithms. The students implemented and com-
discussed image generation, representation, and manipulatfmred various sorting techniques by varying the window size
Four programming assignments were given to the students. Thenedian filtering. In the third assignment, they implemented
goal of the first assignment was to help them practice dynangiennected components, using graph operations and disjoint-set
cally allocated arrays, constructors, destructors, copy-constratructures. The objective was to compare the performance of
tors, and operator overloading. The objective of the assignmennnected components using a linked-list representation of
was to implement an image-processing package having the disjoint sets and a disjoint-set forest. The last assignment was
pability to perform some simple image-processing operatior®) image compression using Huffman codes. The purpose was
including addition, subtraction, negation, translation, scalinth familiarize students with greedy algorithms. The running
and rotation. Examples of inquiry-based questions include itime and compression rate of the implemented compression
plementing scaling more effectively (i.e., the basic scaling funatgorithm was measured and compared using UnigZip
tion they are asked to implement is based on subsampling or ufity. 14
sampling) or eliminating the holes from the rotated image (i.e., The emphasis in [58] was on algorithm design strategies
the basic rotation function they are asked to implement is bagedy., greedy and divide-and-conquer) and advanced pro-
on the forward transformation). Only grayscale images are usg@mming techniques (e.g., object-oriented programming and
in the first assignment. The goal of the second assignment wagtaphical user interfaces). The course had five assignments,
help them improve their skills in using templates. The objectivand the students had to work individually to complete each
was to extend the capabilities of the image-processing packagsignment. Most of the programming assignments in this
so that it can handle both grayscale and color images. In tb@urse were related to computational geometry, rather than
third and fourth assignments, the students were asked to impte-computer vision; however, the program assignments are
ment a simple system to recognize U.S. coins from images. Tiheluded, since there is a relation between the two areas.
third assignment illustrated stacks, queues, recursion, and rBtudents were assumed to have no prior knowledge in compu-
ning times, while the fourth assignment emphasized lists. BEbational geometry or computer vision. The purpose of the first
amples of inquiry-based questions in this case included howassignment was to introduce the students to time complexity.
use the histogram of the image to automate thresholding or h@Wis introduction was accomplished using various algorithms
to improve the performance of coin recognition. Computer-vier the computation of the convex hull. By comparing the
sion-based assignments on trees and graphs are currently unglening times of various algorithms for the computation of
the convex hull (e.g., brute force, MergeHull, and QuickHull),

13More information is available from http://www.cs.unr.edu/~bebis/CS308

12More information about the assignments is available from 14The course material is available from http://www.csee.usf.edu/~eu-
http://marathon.csee.usf.edu/~sarkar/ds_ip.html gene/algs/
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the students came to understand practical issues relatedotoonstruct multimedia embedded computing devices. Among
algorithm complexity. The purpose of the second assignmenather things, the students also learn how to construct and pro-
was to demonstrate the divide-and-conquer strategy. A fagam hardware to operate as a digital video camera. Framegrab-
algorithm for convex-hull computation, called QuickHull, wading (i.e., a user-level program to interact with the kernel and
used for this purpose. A greedy triangulation algorithm watevice driver), image display (i.e., code to display an image in
used to demonstrate the greedy strategy in the third assignmantindow on the monitor), and compression (i.e., programs to
In the fourth assignment, the topic of approximation algorithnisiplement standard codecs, such as LZW, RLE, and Huffman)
was covered using the convex-hull problem again. In the lamte some of the lab assignments related to this project.
assignment, parallel algorithms and the concepts of threads andhere is a strong feeling among computer vision researchers,
synchronization were introduced by implementing a parallebpecially those working in industry, that computer vision stu-
convolution filter. dents need laboratory work and project work with a systems ap-
Overall, image-related computation examples seem to bgmach [1]. Students need to acquaint themselves with computer
perfect fit for use in algorithms courses. Complexity issues carsion hardware, such as cameras, lenses, and lighting. They
be demonstrated rather successfully using images, becausalsed need to become aware of issues related to real-time pro-
the large amount of data that need to be processed. In a relatesksing and hardware tools. Including more material or labs in
course [9], concepts from algorithms are used to improve tlraditional computer vision courses or adding new courses to
understanding of image operations (see Section IlI-A). the curriculum are not feasible approaches. On the other hand,
4) Hardware-Related Coursed=ew efforts have arisen to adding computer vision modules in hardware-related courses
integrate computer vision concepts in computer vision coursasight be the best way to address this problem.
One of them is the Microprocessor Engineering (CS/EE 336)5) Math-Related CoursesTraditionally, mathematics is
course at UNR, which introduces the details of microprdaught at the undergraduate level in classes on calculus, dif-
cessor architecture, assembly language, and interfacing tofemential equations, linear algebra, etc. The material consists
embedded single-board computer (SBC). As part of the intdéargely of formal definitions, theorems and proofs, and some
face programming experience, the students must learn abexamples. Most students feel the material to be too dry,
command and data transfer protocols and several file formatgich cause them to lack motivation. The instructors teaching
The concepts of computer vision and image processing wenathematics courses always wish that the students were more
easily incorporated through the analogy of sound (which hawtivated and interested to learn the material. Mathematics is
been covered previously) as a 1-D signal compared with atso addressed in courses in physics, engineering, and computer
image as a 2-D signal. The computer vision lecture module fecience. In these courses, mathematics is essentially applied to
this course includes a review of the scientific research methsdlve some engineering and physics problems. The students
and introduces computer vision concepts in the context of thee assumed to have a background in mathematics in order to
course. For example, a digital camera is one instance of succeed in these courses. The instructors teaching engineering
embedded system with a microprocessor controller and a mexma physics courses always wish that the students had a more
interface. The camera menu is compared with the SBC mesniid background in mathematics.
written by the students. The computer vision laboratory sessionAt the University of Central Florida (UCF), Orlando, an
is used to reinforce student understanding of the serial interfdu@nors course “Computer Vision Guided Tour of Mathe-
hardware, the software command protocol, and the file formatsatics”> is offered to reinvigorate interest in mathematics
which have always been included as part of this course. The linong students and to reverse a decline in enrollment in
is structured to demonstrate the research process by havingrttahematics-related courses. To address these issues, an
students “discover” the transfer protocol between the computenovative approach to teaching mathematics is used by
and camera from experimental data with the help of a Wélustrating concepts, without going into formal proofs, and
document, which describes how others are also learning the discussing real-world computer vision applications. The
protocol through experimenting. This experiment is directlgpomputer technology and some fine software packages, such as
related to the course’s study of SBC interfacing as well &ATLAB, make this approach possible. This course consists
providing an exciting application, which allows the students tof three modules: face recognition, motion estimation, and
understand that digital images are simply streams of data. object recognition. Each module starts with a discussion of a
Computer vision concepts have also been integrated in @al-world problem. First, the students are introduced to these
embedded computing course [59]. Today’'s modern embeddedl-world problems and asked to do simple surveys on the Web
computers are more sophisticated and can process still imagas] make short presentations on what they learned about the
video, and audio. As a result, there is a clear need in embedgedblem (e.g., face recognition). The computer vision solution
computing courses to cover all these technologies that go ittothe problem is discussed at an algorithmic level. Students
modern embedded computing devices. The adoption of visiare next introduced to key mathematical concepts related to the
related technologies in modern consumer products makes eohution of this problem (e.g., eigenvector, eigenvalues, matrix
bedded computing courses a good fit for computer vision examversion, determinant, and principal component analysis).
ples. At Clemson University [59], Clemson, SC, the emphasis
of the embedded computing course is on teaching students ho¥see http:/iwww.math.ucf.edu/~xI/vision02/syl02.htm
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Finally, students are assigned to implement the solution to thehool) curriculum is vividly described by Thometsal.[66], as

problem, using MATLAB, and demonstrate it in the class.  “Vision is the sense through and by which we perceive and un-
derstand our world. ... Learned eye—body coordination makes

B. Using Computer Vision Examples in Other Courses it possible for us to act and/or react smoothly and efficiently

Computer vision examples have been integrated in varioiLrJ‘sa"_ sorts of vision-guidgd situations. IF _is 'also a powerful
courses throughout the science and engineering Curriculm@dlumforcommunlcatmg complex scientific ideas, especially

Schultz at the University of North Dakota, Grand Forks, lewse involving scient.ific processes. ... We have NEVer seen a
[60], [61] uses image processing as a visualization tool intgchnology so appealing to students of all ages as scientific vi-

signal processing (SP) course. SP courses are usually ta ization.”
within electrical engineering departments and primarily cover Thomas describes visiting a one-room elementary school
1-D signal theory. According to Schultz, when various SP algg? Montana and showing students images of Mars taken from
rithms are applied to real-life signals, such as speech or mugltg Viking spacecraft. The students became involved in how
students have a hard time interpreting the results because ttiedése the images to answer questions about Mars, such as the
signals cannot be visualized easily. Using 2-D signals (i.e., irfize of craters and characteristics of other geologic features.
ages), however, can help the students to understand importd@itreports that “Over the next hour, the class took first an
mathematical concepts, such as convolution, space—frequetiégrest, then ownership, then pride in their investigation of
duality, sampling, reconstruction, and restoration, by firddars.” Thomas describes a practical image-processing system
observing the results and then delving into the underlyirfgr use in the classroom and introduces the National Institutes
theory of these concepts. At Drexel University, Philadelphi@f Health (NIH) Image software, which is available free [67].
PA, Cohen and Petropulu [62] have also integrated imad&is system can be used by any teacher to bring scientific
computation examples into a digital signal processing (DSPigualization to the classroom. Thomas also provides several
lab course. suggested lesson plans for using the system. For example, he
In [63], a digital camera and a computer imaging prografiescribes how high-school teachers can use the NIH Image
were used to teach students in college-level science courseshigéogram function with National Oceanographic and Atmo-
physics of light. In particular, the spectral responses of sorfgheric Administration (NOAA) thermal images to examine
common materials in the visible spectrum, such as iron, watégean temperature distributions.
air, soil, and vegetation, were demonstrated using imaging toA group of publications by Greenbert, al.[69]-[78], span-
help students understand that color variation in natural materiglag almost ten years, describes a similar experience with using
is the result of how visible light is emitted or reflected. image processing for upper-elementary and secondary teaching.
In [64], image processing was used to enrich the teachingTeir project “Image Processing for Teaching” (IPT) started as a
a course on structural design for buildings. A key objective wagsponse to the 1988 solicitation by the National Science Foun-
to enhance the visual critical analysis skills of the students Bgtion (NSF) for Projects to Promote the Effective Use of Tech-
teaching them how to apply hypotheses based on structural prigtogy in the Teaching of Science and Mathematics. Part of the
ciples to explain phenomena and features visible in imagesrbtivation for the IPT project derives from a 1983 survey of
structures. The use of image processing to enhance, annot@igechers in which nearly 85% of the respondents noted that their
and manipulate images was crucial in conveying structural cqsreferred style for both teaching and learning was “visual.” The
cepts to the students. IPT project also uses the NIH Image software and distributes
In [65], computer imaging was used to improve engineeringhuge database of images, including 20 000 images from the
design associated with soil and water engineering. The majgyager spacecraft. Greenberg points out that “...these images
goal of engineering design courses is to demonstrate to #@ not just pretty pictures. They are the original data sets from
students applications that relate engineering judgment rigcent research in a wide variety of disciplines.” In addition to
real-world problems. Using imaging, engineering judgment cahis database of images being an effective teaching tool, Green-
be incorporated with realistic situations. For example, usingerg points out that students, while learning, have an opportu-
cut-and-paste tools, imaging can help to illustrate how instality for original scientific discovery, because most of the images
lation of practices and structures might change the appearang@e not been thoroughly examined by professional staff: “The
of an area without expensive construction or time constraintgientific community does not have the person-power to fully
Imaging allows for different structures to be placed in the sane&plore all these images. For example, the 20 000 images in the

area in order for the students to see which appears to be Yegager spacecraft data set ... have been only partially explored
most effective to the area. This process demonstrates to Hyeresearchers.”

students that the best solution qbtained u_sing mathgmatics maéreenberg and others have observed that image processing
not always be the most appropriate solution in real life. is basically a mathematical operation, and even though students
_ . ) may not start out thinking about mathematics, after some experi-
C. Using Computer Vision Examples to Teach High-School ¢ ce with image processing, they start to think about the under-
Students lying mathematical operations. In fact, Tanimoto [74]-[77] has
The motivation for introducing computer vision and imagesed image processing as the basis for teaching mathematics in
processing into the high-school (and even middle- and primaiyis “Project on Mathematics Experiences Through Image Pro-
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cessing,” or MEDTIP. Tanimoto points out that “The fact thaby a recent advisory committee to the NSF [79]. Finally, com-
digital images are represented by arrays of numbers attestptiber vision is an excellent learning tool for teaching students
the relevance of mathematics in the exciting realm of visutd integrate and use their acquired knowledge, while at the same
imagery.” The project offers students alternative experienceésie providing a high level of motivation.
in “arithmetic, algebra, problem solving, geometric transforma-
tions, and digital representation.” A. Traditional Methods for Integrating Teaching With

Software was developed for the project, which ranges froftgsearch
a simple “pixel calculator” through contrast enhancement andThe three most popular approaches for exposing students to
image warping to convolution. Tanimoto found that studengmputer vision research are
did m_deed responq to the ex<.:|.tement of image processing andl) joining faculty research teams:
Iea.rnl-ng mathematics. In addition, he alsq found that the wgrk 2) taking elective courses and independent studies:
satisfied another student “need to work with a computer using 3) getting involved in summer research.

S(_)_methlng o_thgr than a wdeo_ game or word processor.” In ese approaches have demonstrated success; however, they
dition to basic image processing, Stockman [78] has develop&ﬂ;fer from several drawbacks. The most serious drawback of

a computer vision teaching module for use with high-school Sthie first approach is that it targets a rather small number of stu-

niors through college seniors. This module starts with defini nts. The problem with the second approach is that many stu-
h]?w a og|g|ta| .Il_rr?a%.e 'ts capturte d a'nc'j the mle.antl'ng (.)f tthe aftrs nts may not have the opportunity to take the elective courses
of numbers. -1 he Tirst computer vision application IS to wri %rindependentstudies as a result of constraints imposed by their

an algorithm for counting the number of holes in a solid Obdefgree programs. The last approach tries to alleviate these prob-

JECt.’ such as a structur_al beam, using a binary image. The Bms through intensive summer seminars; however, it still tar-
gorithm examines the image two rows and two columns at

fime t t“interi & (3-hole pixel d “exteri g%ts a rather small student population. Another serious problem
ime 1o Co,l,m Interior corners, (3-hole pixels) and “exterior is that these approaches lack sufficient organization and plan-
corners,E” (3—nonhole pixels). The total number of holes the

) ) ..._ning of activities. Involvement in research projects and inde-
is calculated by E — I)/4. The module then continues with g pro)

ther lications. including & maz rch and connected gendentstudies are ad hoc in nature, and these opportunities can
otherapplications, including a maze search and connected co ange significantly from semester to semester. The summer re-
ponent analysis. In order to cover meaningful concepts and ta

. . . Arch programs are more established and consistent; however,
in a short period of time, Stockman uses carefully chosen alg[R

ith imole fixed i in ASCII file f ¢ and simol ey only occur during the summer. Educators who have been in-
rthms, simple fixed images n e format, and SIMPI&,,ved in these activities. such as Research Experiences for Un-
single-task programs.

dergraduates (REU), agree that a research experience that lasts

only a few months in the summer does not allow sufficient time
VI. USING COMPUTERVISION TO INTEGRATE TEACHING to complete a serious project [81], [82].

WITH RESEARCH

There has been a strong movement lately to involve studerElst's Integrating Research Into Computer Vision Courses

in research [11], [79]. Immersing students into research is a keyln a fast developing field such as computer vision, educa-
factor for enhancing their critical thinking, creativity, self-contion and research should not be independent from each other.
fidence, and ability to work on collaborative projects and fofhe major challenge for computer vision educators, however,
motivating them to pursue graduate studies and engage in lighow to cover the basic theory while, at the same time, ex-
long learning. Current science education standards [80], hoR@sing the students to state-of-the-art research in the field. Usu-
ever, reflect increased emphasis on teaching science “facts” &Hl, research results are integrated in advanced graduate-level
decreased emphasis on teaching how those facts are gener&@tiputer vision courses through lectures and assignments. In
how they are used to understand complex systems, and how tHg§ case, the integration can be done with relative success and
may be applied to new and complex situations. Exposing stésually leads to student publications [8]. Integrating research re-
dents to real data and scientific inquiry experiences can h&lts in introductory computer vision courses is usually not an
them realize that science is a process, instead of a collectRiffion because of time constraints, or it happens only as part
of facts to memorize. Student research is an invaluable tool@ba final project. Despite the difficulties, there exist several
be used in this process. Makmg research an integra| part of ﬂﬁ;:umented efforts to integrate research results in introductory
curriculum and embedding research pedagogy within the cG@mputer vision courses using a student-centered learning ap-
riculum will offer a more balanced and effective educational eRroach [9], [13], [16]. Two specific examples of this approach
perience. (i.e., seminar-based and problem-based) were discussed in Sec-
Computer vision is an ideal area for integrating research witien 111-C.
teaching. It has an immediate appeal to most students because )
of their intimate relationship to visual experience. Students cin Ntégrating Research Into Core Courses
literally “see” the results of applying theory to solve practical Integrating research results in elective courses cannot
problems. Its interdisciplinary nature can assist students in e¢ach a large student population. The obvious solution to this
taining a higher level of competence in science, mathematigspblem is integrating research results in a number of core
engineering, and technology areas, issues that have been raigenlses, thereby giving every student the opportunity to get
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to know what research is all about. The learning approach 3) immersion of the participants in research;
employed in these core courses is more inquiry-based thard) follow-through over the year.
research-based. The fundamental difference between inquiry-

and research-based learning is the prior state of knowledge ofrhe project starts in the summer. The first major activity
the broader community. In research, it is unknown by all; ifyr the students is the short course in computer vision. Since
inquiry, itis only unknown by the learner. Thus, it can be safelhe students do not have prior background in computer vision,
argued that from a student perspective, pursuit of inquiry-basgk course quickly introduces them to the subject. The topics
learning should be functionally equivalent to conducting regvered include imaging geometry, edge detection, region
search. Within a computer science and engineering curriculug@gmemation, 2-D shape, stereo and shape from shading,
computer vision research results can be integrated relativglyd motion. While some of the same core topics are covered
easy into a number of core courses, such as programming, dafgry year, some topics also change from year to year based
structures, and algorithms. Several such attempts have bginthe current emphasis within the research groups. After
discussed in Section V-A. the short course, the students are introduced to several pos-
sible research problems by the faculty; the students are also
D. NSF Programs Supporting Integration of Teaching With invited to discover their own problems to research. After a
Research few days of discussion, each student is assigned a research
Student research and the integration of research into éjoblem. To begin, students will read some research papers,
ucational activities has been a topic of funding interest f§cord some video sequences, and implement some known
many agencies. The NSF, in particular, has always be@lgorithms. The faculty meets with all students in a group
encouraging innovative educational development. During th&ice a week (Tuesdays and Fridays), during which time each
last few years, fostering integration of research and educati@ddent is asked to present a report about his or her project.
has become a principle strategy in support of NSF's goaldalf of the students report on Tuesday, and the other half
Most NSF programs today require a strong educational pl@A Fridays. The research continues throughout the summer.
with the research plan. The most notable example is the N&pe students from other institutions return to their respective
CAREER program. Other NSF programs supporting stude$thools and continue their research during fall and spring with
research are the Research Experiences for Undergradu#ie§ mentors. At the end of the academic year, students are
(REU) program, the Educational Innovation (E|) program, arﬁﬁkEd to write a report about their prOjeCt. Students who are
the Combined Research-Curriculum Development (CRCBYccessful in getting some interesting results are encouraged
program. Currently, there are two REU sites offering researth submit papers to conferences for publication. From their
experiences in computer vision, one at U&ind one at the experience, the investigators have found two main deficien-
University of Michigan-Dearborn. A few CRCD programs witheies in the students’ backgrounds relative to preparation for
computer vision components have been funded in the past, 6@gearch in computer vision: mathematics and programming.
at Columbia University [37] and one at the University of Notrén this connection, the students are directed to read selected

Dame, Notre Dame, IN. Currently, there is one CRCD prograffisearch papers and understand their contents, particularly
with computer vision focus at UNR. the math and the implementation of algorithms. More details

are provided in [82].
E. An Overview of the REU Program in Computer Vision at
UCF F. An Overview of the CRCD Program in Computer Vision

The computer vision lab at UCF has served as a national s?tteUNR

for REU in computer vision for the last 15 years. This lab has The CRCD program at UNR started officially in January
been supported by a series of grants from the NSF, totaling 2@01. The overall goal of this project is to integrate the results
million dollars. There are 150 undergraduates from 12 institof recent and ongoing research in computer vision into the
tions throughout the country who have participated in the proemputer science and engineering curriculum. In contrast to
gram; half of the undergraduates have gone to graduate schowisre common approaches that propose integration at the senior
undergraduates have coauthored 60 papers; seven undergriesel through the offering of advanced courses or research
ates have written honors in the major theses; six students prejects, the UNR model attempts to achieve integration of
now faculty members in different universities; and five studentsaching with research at all levels, leading to a comprehen-
have started their own companies. The key elements of this REMe instructional program, offering systematic and constant

model are research experiences for as many students as possible. The
1) experience for a calender year to allow time to compleR§oject seeks to accomplish this goal by immersing students
a substantial project; into research through systematic and structured activities
2) assignment of a faculty advisor from his or her own schostarting at the freshman year and continuing until graduation
to each participant; and graduate school, making research an integral part of each
student’s education.
16see http://www.cs.ucf.edu/~vision/reu-web/REU.html A key idea of the UNR approach is “injecting” research re-

17see http://www.cs.unr.edu/CRCD sults into core courses throughout the curriculum. This approach
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forms the “skeleton” of the UNR model, around which morélso, a class library called CLIP is described by Robinson [87],
traditional approaches are integrated. Computer vision reseandtich can be used to implementimage-processing tasks in small
results are being incorporated into one freshman-level (i.e., {programs.
troductory programming), one sophomore-level (i.e., digital de- For courses in which extensive software support is de-
sign), and two junior-level core courses (i.e., data structures asitkd, there are several image-processing packages that have
microprocessors, see Section V-A). Second, to set a strong fobhaen developed for computer vision and image-processing
dation for enabling student research in computer vision, a n@wstruction. Intel, for example, has recently released two very
junior-level course in mathematical methods for computer powerful software packages called IPL and OpenCV. IPL
sion is being developed (see Section IV-A). Current and osupports image-processing algorithm development, while
going research results are being integrated into this courseQpenCV supports computer vision algorithm development. IPL
make it another research experience. A new senior- and inti@available for Windows only, while OpenCV is available both
ductory graduate-level course is also being developed basedamWindows and Linux. Both packages are publicly available
state-of-the-art research results in the area of object recognitisom http://www.intel.com/software/products/opensource/.
Finally, a “distributed” model of summer research experiencesDepiero [88] describes his SIPTOOL (Signal and Image
for undergraduate and graduate students is being implement@acessing Tool), which is a multimedia software en-
During the summer, students (junior, senior, and graduate lewabonment for demonstrating and developing signal and
have the opportunity to do research at various research labnage-processing techniques. SIPTOOL is shareware and
ratories all over the country. Last summer, ten students partdan be downloaded from http://www.ee.calpoly.edu/~fde-
ipated in the summer program and participated in researchpatro/csip_tool/csip_tool.html. It is intended to be used both for
various sites, including the UCF, the Los Alamos National Lalm-class demonstrations and for student programming projects.
Lawrence Livermore National Lab, Honeywell, IBM AlmadenAn image-processing package originally called JVision (later
Ford, and International Game Technoldgy. NeatVision), developed in Java by Paul Whelan at Dublin City
University, Dublin, Ireland, is described by Braggins [89].
VIl. COMPUTERVISION INSTRUCTIONAL AND SOFTWARE Whelan uses NeatVision in his own computer vision course
RESOURCES and makes it available as shareware from http://www.neatvi-
sion.com/.

The following review is by no means exhaustive; its Another Java complete computer vision package called

main purpose is to give an idea of some instructional arjq/.l_ (Java Vision Toolkit) is described by Powedt al
software tools currently available for teaching and resear ]. JVT is offered under the general Gnu public Iicénse

purposes. An extensive list of software tools is ava|laba http://marathon.csee.usf.edu/~mpowell/jvt/index.htm. For

from http://www—2.cs.cmu.edu/afs/cs/prolec:t/mI/ftp/html/w—Courses using some of the standard mathematics programming

s!g.r;.:trsncl],ctaztrjea ;i\ﬁzwegngagogz p]:':lorlsno dn 'rc:f[gg]/e;sétfog'gl:@f’%kages' computer vision tools are available as supplements to
VIsi W P 9 und i : uctl e packages. Eddiret al. [90] describe their experience with

resources for teaching in computer vision fall into two broaﬁj1e MATLAB Image Processing Toolbox. Likewise, Jankowski
categories: 1) software and teaching tools developed by ot 1 ) ’

. Adescribes the development of courseware materials to be
educators or researchers and made available for general us

. . HSEd with Mathematica.
and 2) lessons, experiments, and software extensions base ¥, instituti .
. or institutions with the necessary resources, several com-
commercial products.

' . mercial image-processing packages are available. Sohl.
In the first category, some of the tools are rather special p 52] describe their use of AVS Express, by Advanced Visual
pose but might be of interest to anyone teaching computer '

. . ystems, in a digital image-pr in rse. AVS Express i
sion. Khuriet al.[84] have developed a set of stand-alone pro-ySte s, ina digital image-processing course. AVS Express is a

T . . ackage for general scientific visualization applications using a
grams that demonstrate the principles of different image cor%- 9 gene . bp . 9
visual programming environment and can be used in computer

pression algorithms. Programs to demonstrate run length $&ion and many other scientific fields. Hanna [93] describes

: . : . I
coding, .IqL:)?dtrfehtfo.r/r;pressmnthof b'F maz I/r;lagis,/ka;]nd. /‘JPEh development of a computer-aided learning (CAL) program
are avaliable at http-//Www.matncs.sjsu.edutaculty/knurvpupy teaching image processing written in Visual Basic and C,

lications.html. Another useful tool, by Biancardt al. [85], e;vith links to another commercial package, Global LAB Image.

is for creating computer vision tutorials and is called TuLl Global LAB Image by Data Translation [94] is described as “a

(Tutorial for Learning Image Processing), which is a Iar]gua%%mplete, customizable imaging software package, ideal for sci-

.bafed on I;acs:c?, Vch'C?] IS derl(\j/ed from Tcl/Tk. 'truLIP Opetrat%%tiﬁc and general-purpose imaging applications.” Finally, sev-
N WO MOdES. n teacher-mode, one can create CoMPUTer ¥is, o icles describe the use of KHOROS software by Khoral,

sion tutorials, and in user-mode students can learn and pracyce . : g . .
) . . ; . nc., in teaching computer vision and image-processing courses
image-processing and analysis techniques. For courses in ww

students do their own programming, the use of class libraries;In [22], [95]. Khoral [23] describes its software as offering

C++ programming environments is described by Roman I8 Ja;sophisticated visual programming environment with access
brog Ing envi ! ' y [ (? ) hundreds of data processing and visualization tools, as well

18\iore information about the UNR-CRCD program is available fronfiS a complete software development environment for extending
http://Amww.cs.unr.edu/CRCD the system for a particular application domain.”
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VIIl. RECOMMENDATIONS embedding research pedagogy are a few examples discussed in

this paper (see Section Ill). Computer vision educators need to

Th? respor.1$|b|I|ty of computer vision educators IS t.o take aRonsider adopting some of these techniques in their teaching
propriate action to advance the level of computer vision educ

T e B e e 195G T S e ST e e vl s
ries a clear message: “Those of us who specialize in image-re-
lated computation should take the lead and develop new and(i_p—
teresting ways of educating students with/about image-related
computations.” A number of recommendations are given here-Keeping traditional computer vision courses up-to-date and
after with the goal of stimulating creative thinking and encougupporting the computer vision curriculum with complemen-

aging more educators to reconsider how computer vision ed@ty courses is important for offering comprehensive computer

cation is delivered today and what can be done to improve it vision education. Several computer vision educators have, in
fact, advocated creating entire programs of specialization in

computer vision. For example, Jain from the University of
California, San Diego, [98] and Kakadiaris from the University
Improving any educational area requires developing effectiyg Houston, Houston, TX, [99] have advocated a curriculum on
instructional resources, ranging from good textbooks to poysyal computing. The most effective and beneficial way to de-
erful interactive materials, demonstrations, and software to%|op such programs is probably by seeking collaborations with
Computer vision is currently under significant growth and desther departments within the same college or across colleges
velopment. New material is produced every day, while previoysg), [100]. At the University of Rochester, Rochester, NY, for
material becomes outdated quite fast. The most important e@%ample, six faculty members from three departments (i.e.,
cational resource for both educators and students is a good t@xtitute of Optics, Electrical and Computer Engineering, and
book. Maxwell [6], [8] has reviewed some of the most populatomputer Science) came together to develop a comprehensive
computer vision texts available. Most textbooks currently availmdergraduate and first-year graduate curriculum in the broader
able do not seem to meet the needs of computer science gpsh of electronic imaging [100]. In the past, each department
engineering instructors and students. The main conclusion@uld offer courses related to some aspect of electronic
Maxwell's review is that textbooks lack an algorithmic and amaging; however, the benefit to the students was limited. The
plication-based presentation. Moreover, they lack good balanggy program at Rochester contains five new and six enhanced
by emphasizing certain areas more than others, making it difourses, offering comprehensive educational experiences in
cultforinstructors to choose a text that covers a variety of topic§ectronic imaging. Two of these courses are notable: the first
In most cases, instruction is based on a set of lecture notes depely freshman-level course designed to motivate students to
oped by the instructor, while the textbook is meant to be a refeignsider electronic imaging as a career, while the second is
ence only. The lack of comprehensive textbooks presentsserigu§pecia| seminar series designed to keep both students and

difficulties in moving the computer vision area forward. Fortugaculty up-to-date on the latest technology in industry and
nately, in the last few years, several new textbooks have beghdemia.

published, including [96] and [97]. An excellent very compre-

hensive, textbook by Forsyth and Ponce [33] is also soon to jge Design Effective Programming/Lab Assignments
published. The efforts to improve existing textbooks and write ) ) . . )
Developing effective computer vision programming assign-

new ones must continue. . . I
JRents is not easy. In most cases, the assignments have limited

Because of the visual nature of computer vision, an import dd ! the students t | d bi
consideration for computer vision educators is to develop intgjz0P€ and do not expose the students lo real-world problems.

active materials and demonstrations that will allow students If@nds-on projects, focusing both on software ar_ld hardware,
have active “hands-on” learning experiences. Several educatg%"d be very useful._ Ithas _been argued several times that stg—
are currently developing online materials for teaching the tr ents n_eed to be trained with a _sysfcems approach t_o acquaint
ditional courses in image-processing and computer vision (gggr_n with cameras, lenses, and lighting [2]. These_skllls are es-
Section IlI-B). These efforts need to continue, and the materi&gc'a"y essential for students who plan to follow industry ca-
developed need to become available to the broader computerr gers. Most students do not know how to take the constraints

sion community for possible adoption and improvements. TI% the phy5|ca_l W(_)rld Into accour_lt or how to adapt a technique
0 a real application and make it robust. They should be able

role of online computer vision repositories will be invaluable i o )
this respect (see Section VIII-F). to ar_lalyze a prqblem, make a decision on how to f_;\pproach it,
try different design procedures, and compare the different out-
comes.
Significant emphasis needs to be placed on choosing pro-
Computer vision is a challenging subject to teach. Intrgramming assignments that spark and retain the students’ in-
ducing innovative teaching approaches can make computerest and enthusiasm in computer vision. Although it is not
vision courses more effective and rewarding experiences bdifficult to design assignments that deal with real-world prob-
for the students and for the instructors. Exploiting student®ms and have immediate and intuitive results, the main diffi-

background knowledge, using interactive technology, amdlty seems to be with designing meaningful assignments that

Enhance the Computer Vision Curriculum

A. Develop Better Instructional Resources

B. Introduce Teaching Innovation
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are commensurate with the amount of time the students havetmputer vision educators rely on their own educational back-

complete them. ground. Collecting and organizing this material in a systematic
A recent survey [8] has considered the nature of the assigmy to make it available to the computer vision educational

ments used in computer vision courses at 26 different instittemmunity would be extremely beneficial.

tions. The results of the survey indicate that designing effectiveMaxwell has laid out an ambitious plan for building an on-

assignments requires sensitivity and careful planning. For dixte computer vision resource [10%®]Similar efforts have been

ample, factors that make effective assignments are reported in other areas, such as in Al [102]. Educators, for ex-

1) choosing the data sets appropriately (e.g., images ample, can share their experiences about what works and what
lowing easy foreground/background separation artPes not. Lecture notes, successful homework problems, com-
feature extraction); puter vision assignments, and data sets can be put on the repos-

2) making appropriate tools available so as to allow studeit@rY for adoption by others. Solutions can be made available to
to finish the assignments successfully; educators through a password-protected system. Reviews of the

3) providing satisfactory and worthwhile examples witfnaterial from both the students and the educators can be posted
which students can work. to help improve the resource materials. Creating and, most im-

orll]antly, maintaining an online resource for computer vision is

The survey respondents seem to agree that success in a nge

task is not necessarily a requirement; however, poor results ?Pé an easy task. Such a task will require not only hard work

not helpful in retaining student interest, especially undergranﬁpm somevery delcated peop'le, butalso s.upport from 6.1” who
ch computer vision. Supporting the creation of the online re-

uate students. Besides improving understanding by reinforci‘? Lo . .
the concepts and algorithms discussed in class, the goal of rce by contributing these course materials and ideas would
' Rg the first step.

assignments should also be to instill appropriate habits in t

students. Exposing them to collaborative work through group- o ize More Worksh c Vision Ed .
oriented assignments, for example, would be critical for theif* rganize More Workshops on Computer Vision Education

future careers. Conferences and workshops provide a stimulating environ-
ment for the exchange of ideas and the development of new
E. Develop Effective Software Tools ones. The whole issue of improving computer vision educa-

. ] ] ) tion emerged from earlier workshops dedicated to image-related
Making the appropriate tools available to students is also Cr&‘)mputation [2]-[5]. These workshops generate considerable

ical for completing their programming assignments or researfierest and trigger valuable discussions among many computer
successfully and gaining as much as possible from this exRgsion educators and researchers. The computer vision commu-
rience. The lack of a well-accepted software platform for COMyity needs to continue actively pursuing opportunities to orga-

puter vision algorithm development (e.g., like OpenGL in Conize workshops and special conference sessions on computer
puter Graphics) is a major issue. Students cannot implemgion education issues in the future.

even a simple system if they must implement everything from
scratchin one semester. Itis very important to provide them with
at least some of the basic tools they need to implement their as-
signments (e.g., edge-detection algorithms). Computer vision and image computation-related areas have
become a pervasive part of modern computing. The applica-
tions of computer vision are numerous and range from image
databases and human—computer interfaces to medical imaging

Computer vision is a challenging educational area. When dghd robotics. Ten years ago, digital imagery was considered
veloping a computer vision course, educators must select a t¢xthe an obscure aspect of many computer science and engi-
provide a list of topics, and create a syllabus, lecture notegering curricula. Today, there is a strong need to train stu-
homework problems, and programming assignments. The entights to become knowledgeable about image-related computa-
process is difficult and time-consuming. The importance of dgon. The goal of this survey has been to review the status of
signing effective programming assignments has already beeng@mputer vision education today. Hopefully, this review will be-
gued. However, their design depends on factors such as the eXggne a useful source of help and suggestions to educators in
rience of the person developing the assignment othe availabiymputer vision and related areas, triggering further develop-
of appropriate equipment to acquire high-quality data sets. Agnt of the field. This review is by no means comprehensive
result, programming assignments related to recent researchgii®d is based largely on results that have been reported in the
sults might not be an option for many computer vision coursgferature and on information found on the World Wide Web. It

A plethora of computer vision instructional material hag certain that more information exists than has been reported
been developed over the years by computer vision educatpi$ome publication or report. Hopefully, this review will en-
all over the world. Although this information could prove tacourage more people interested in this area to step forward and

be extremely helpful in developing a high-quality computeshare their ideas and approaches with the rest of the community.
vision course, it is not only hard to find but also difficult to

use effectively. As a result, the scope, breadth, and quality of a
computer vision course might be compromised because mos#see http://www.palantir.swarthmore.edu/~maxwell/

IX. CONCLUSION

F. Create Online Computer Vision Repositories
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