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ABSTRACT

In general, Zernike moments are often used efficiently as
shape descriptors of image objects, such as logos or trade-
marks that cannot be defined by a single contour. How-
ever, because these moments are defined in a unit disk
space and extracted by a polar raster sampling shape, in-
formation of skewed and stretched shapes is lost. As a re-
sult, they can be inefficient shape descriptors when there
is skew and stretch distortion. In this paper, a method
is proposed that addresses this issue. More specifically,
Zernike moments are obtained from a transformed unit
disk space that allows for the extraction of shape descrip-
tors which are invariant to rotation, translation, and scale
as well as skew and stretch, thus preserving more shape
information for the feature extraction process. The exper-
imental results demonstrate that the proposed algorithm is
more accurate in relation to skew and stretch distortions
when compared to other available schemes reported in the
literature.

1. INTRODUCTION

Shape is a key information to human for distinguishing
visual data. To retrieve an image from a large database,
we need shape descriptors that have sufficient discrimi-
natory properties and are robust to noise. These descrip-
tors should be invariant to translation, rotation, scale, and
perspective of images. Zernike moments have some de-
sirable properties such as rotation invariance, robustness
to noise, expression efficiency, and multi-level represen-
tation for describing various shapes of patterns [1, 2, 3, 4]
but they do not have scale and translation invariance prop-
erties. However, with proper preprocessing [5, 1, 6, 7],
translation and scale invariance can be achieved. In order
to make Zernike moments invariant to translation, the ori-
gin of the unit disk is translated to the center of mass of
the shape. For scale invariance, Khotanzad and Hong [6]
resampled the shape so that the area of the shape has a
constant value. Bin and Jia-xiong [7] improved the rota-
tion and scale invariance property significantly by fitting
the smallest circle on the shape and used this circle as the
unit disk. Zernike moments which have been acquired us-
ing the latter method were normalized by dividing over
the shape area.

Primarily, Zernike moment descriptors are obtained by
applying the Zernike moment transform on a shape in the
unit disk space. When severe skew or stretching occurs,
the shape of the distorted region within the unit circle is

changed dramatically. For example, in Figure 1, percep-
tually, shape 1(a) and shape 1(b) are homogenous. How-
ever, due to skew, shape 1(b) only occupies half of the
unit circle that shape 1(a) occupies. As a result, less shape
information is available for 1(b) compared to 1(a).
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Fig. 1. (a) Original image. (b) Skewed image within a unit
circle as defined by shape (a).

Skew and stretch distortions are common among shapes
obtained from natural objects. Therefore, it is important
to have a descriptor which preserves more shape infor-
mation and is robust to this type of distortions. Several
efforts have been made to improve translation, rotation,
and scale invariance properties [5, 1, 8, 9], but not much
attention has been given in improving perspective invari-
ance properties [10]. Zhang and Lu proposed a method
which involves rotation and scale normalization. Due to
this normalization, loss of some information is unavoid-
able, especially if the shape is reduced in size.

In this paper, we propose a new method for extract-
ing Zernike moments addressing this issue. The rest of
this paper is organized as follows. In Section 2, we briefly
provide background information on Zernike moments. In
Section 3, the proposed method is described in more de-
tail. In Section 4, through experimental results, we demon-
strate that Zernike moments with skew and stretch invari-
ance properties — as extracted by our proposed method —
are more efficient shape descriptors and can be used effec-
tively as global shape descriptors in an image, especially
in large databases. Finally, Section 5 provides the final
thoughts and conclusions of the presented work.

2. ZERNIKE DESCRIPTORS

The Zernike moments introduce a set of complex polyno-
mials which form a complete orthogonal set over the inte-
rior of a unit circle, i.e., 2 + y% < 1 [6]. In fact Zernike
moments are the projection of the image function on some
orthogonal basis functions. Let the set of these basis func-
tions be denoted by V;, ., (x,y). These polynomials are



defined by [6]
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where 7 is a non-negative integer, m is a non-zero integer
subject to the following constrain: n — |m/| is even and
|m| < n. Also, p is the length of the vector from origin
to the (x,y) pixel, 0 is the angle between vector p and x-
axis in a counter-clockwise direction, and Rmm( p) is the
Zernike radial polynomial. The Zernike radial polynomi-
als, Ry, m(p). are defined as [6]:
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Note that Ry, ,(p) = Rn,—m(p). The Zernike moment of
order n with repetition m for a digital image is [6]
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where V7, (%, ) is the complex conjugate of V,, ,,,(z, y).
To compute the Zernike moments of a given image, the
image center of mass is taken as the origin.

3. PROPOSED ALGORITHM

Our proposed method fits an ellipse instead of a circle to
an image object. Note that it is possible to fit different
ellipses onto a shape, depending on the angle and ratio
between the major axes. The ellipse which is fitted on the
shape by the proposed method is unique due to its proper-
ties. This ellipse is taken as a transformed unit disk space
and the Zernike moments are computed in this space. Fi-
nally, the moments are divided by the shape area.

Spatial moments are often used to describe the shape
of a region. There are three second order geometric mo-
ments for a region. They are denoted by pzz, fizy, and
fyy and defined as follows:
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These quantities are often used as simple shape descrip-
tors, as they are invariant to translation and scale changes
of a 2-D shape.

As a covariance matrix has special value and mean-
ing for any two-dimensional probability distribution, sim-
ilarly the second spatial moments have special values and
meanings for different shapes. If the region is an ellipse,
there is an algebraic meaning that can be given to the sec-
ond spatial moments. If a region R is an ellipse whose
center is on the origin, then R can be expressed as[11]:

R={(z,y)|d®® + 2exy + f2y* < 1}. (7

A relationship exists between the coefficients d, e, and f
of equation (7) and the second moments fiy., gy, and
yy given by[11]:
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Equation (8) shows that the second moments fiz, fizy,
and /i, determine the orientation and the lengths of the
major and minor axes of the ellipse [11]. This ellipse has
the same second moments as the query shape. Figure 2
shows the letter “A” and its skewed and stretched images
overlayed with the ellipse with the same second moments.
Here, 2a, 2b and 6 denote the length of major axis, the
length of minor axis and the orientation of the ellipse, re-
spectively. To map the coordinate of the unit disk space
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Fig. 2. Some homogenous shapes of letter “A” and the
computed ellipses obtained using equation (8).

into the ellipse, first the origin of the unit disk is translated
to the shape center and then the coordination system is ro-
tated by 6. Finally, x and y axes are rescaled by factors
of % and %, respectively. Now, each object pixel location
(z,y) will have a new location (2',y’) given by:
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Figure 3(a) shows the coordinate system (z,y) and Fig-

ure 3(b) shows the transformed coordinate system (z’, y')
using equation (9). To enclose the ellipse on the shape,
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Fig. 3. (a) Original shape in the (X,y) coordinat system.
(b) Transformed shape in the (x’,y’) coordinate system,
using equation (9). [The red curves indicate unit circle in
each coordination.]

the location of each pixel is divided by the maximum dis-
tance d;,q; of the boundary points from the origin in the
(', y") coordinate system. Finally, each object pixel loca-
tion (2/,y") will have a new location (z”, ") given by:
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Figure 4, shows some shapes of the letter “A” with their
enclosed ellipse. The final features are normalized by di-
viding the Zernike moments in the (z”,y”) coordinate
system over the shape area.




4. EXPERIMENTAL RESULTS

In this section, to evaluate the performance of the pro-
posed method, several experiments have been conducted.
The experiments mainly indicate that the proposed method
posses better skew and starching properties than other avail-
able methods. Our test image database consists of 100 bi-
nary images of size 100 x 100 pixels in the TIF format.
The first 10 images are shown in Figure 5.
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Fig. 4. Results of equation (10) applied on images shown

in Figure 2.
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Fig. 5. The first 10 images of 100 images contained in our
test database.

Two experiments have been used to evaluate the in-
variance properties of the proposed method towards ro-
tation, scaling, stretching, and skew. Here, we consid-
ered rotation and scale as Linear invariance properties,
and stretching and skew as Non-linear invariance prop-
erties. Bin’s method [7] shows better linear invariance
properties than other reported methods. However, because
of circular scanning shapes, this method can not handle
non-linear properties as well. Another work by Zhang
[10], although takes into consideration non-linear invari-
ance properties on affine transformed shapes, still doesn’t
compare well to Bin’s method in terms of linear invariance
properties.

In the first experiment, we evaluate linear invariance
properties, by comparing the performance of the proposed
method to Bin’s reported work [7]. In the second ex-
periment, we evaluate non-linear invariance properties by
comparing results of the proposed method, to Zhang’s re-
ported work [10].

The first experiment can be described in the following
steps:

1. Rotation and Scaling transformations have been ap-
plied to the test images. Each test image was rotated
by 359, 75°, 110°, and 140° and scaled by 60%,
90%, 120%, and 230%. As a result. a set of 8 trans-
formed images was created for each test image.

2. Up to 10*" order Zernike moments of the test im-
ages and their transformed versions were computed
by the proposed method and Bin’s method.

3. The error between each test image and its trans-
formed image, was computed using following equa-
tion: | |
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vectors of the test image and one of its transformed

images, respectively.

As shown in figure 6 the mean error values of the
Zernike moments obtained by the proposed method (red
line) and Bin’s method (blue line) for the first 50 test im-
ages are close to each other. This indicates that our pro-
posed method is comparable to Bin’s method in terms of
rotation and scale invariance.
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Fig. 6. Mean error values of ZMs in the first experiment
for: (a) rotation, (b) scaling.

The second experiment consists of following steps:

1. Stretching and skew have been applied to the test
images. Each test image has been stretched by 60%,
90%, 120%, and 230% and skewed by 35°, 75°,
110°, and 140° in the horizontal and vertical direc-
tions, separately. Finally, we applied stretching and
skew together on each images in both directions. As
aresult, a set of 36 transformed images was created
for each test image. In Figure 7, 5 of the 36 trans-
formed versions of image 5(a) are shown.
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Fig. 7. (a) Original image. Stretched images by 60%: (b)
in y axes, (c) in  axes. Rotated images by 35°: (d) in =
axes, (e) in y axes, (f) in both axis.

2. Up to 12! order Zernike moments of the test im-
ages and their transformed versions were computed
by the proposed method and Bin’s method.

3. Zernike moments were computed.

Figures 8 show the Zernike moments of images 5(c) as
computed by the proposed method and Zhang’s method.
Due to the tiny differences between the Zernike moments
of the original image and its transformed images, com-
puted by our method, we only show the Zernike moments
of the original image and images stretched by 60% and
skewed by 35 in each direction.

Figure 9 shows the mean error values of the Zernike
moments obtained by our proposed method (red line) and



Zhang’s method (blue line) for the whole database. As
indicated by the comparative graph the mean error of the
Zernike moments as obtained by our method is consider-
ably lower than the resulting error of Zhang’s method.

5. DISCUSSION & CONCLUSION

Overall, the combined results of two experiments indicate
that the proposed method produces more efficient shape
descriptors for stretch and skew distortions than other ap-
proaches, without loosing any performance on rotation
and scale changes.

There is, however, an additional computation cost dur-
ing pre-processing. Before computation of Zernike mo-
ments, we need to compute up to second order geome-
try moments and transform pixel coordinates by a matrix.
Therefore, the preprocessing step for a [NV x [NV image takes
O(N?) time. Computation of Zernike moments up to or-
der M for that image is O(N2M?) [12]. This issue can be
addressed by using a special hardware accumulation grid
architecture, which can allow for efficient computation of
any order Zernike moments in real time [13].
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Fig. 8. Invariance of ZMs of image 5(c) by: (a) proposed
method, (b) Zhang’s method. (c) Mean error of ZMs be-
tween original image and its transformed images.

To summarize, we proposed a new method to improve
the stretch and skew invariance properties of Zernike mo-
ments. We have shown that extracting Zernike moments
from a transformed unit disk space not only provide shape
descriptors with better stretch and skew invariance prop-
erties than other methods, but also retains the rotation and
scale invariance properties as well.
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