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Abstract

Detection and tracking of foreground objects in a video
scene requires a robust technique for background modeling.
Modeling issues such as noise robustness, adaptation and
model accuracy must be addressed while allowing for the
automatic choice of relevant parameters. In this paper three
major contribution are presented. First, the representative
background model is a general multivariate kernel density
estimation to address the model accuracy issue as well as
capturing color dependencies without any knowledge about
the underlying probability density of the pixel colors. Sec-
ond, a single-class classifier is trained adaptively and inde-
pendently for each pixel, using its estimated densities dur-
ing the training stage. Finally, noise robustness is achieved
by enforcing spatial consistency of the background model.

1. Introduction

In visual surveillance systems, stationary cameras are
typically used. However, due to camera shake or inher-
ent changes in the background itself such as fluctuations in
monitors, waving flags and trees, water surfaces etc., the
background of the video may not be completely stationary.
In these types of backgrounds, referred to as dynamic or
quasi-stationary backgrounds, a single background frame is
not useful to detect moving regions. Plesset al. [6] evalu-
ated different models for dynamic backgrounds. Typically
background models are defined independently on each pixel
and, depending on the complexity of the problem, use the
expected pixel features (i.e. colors) [1] or consistent mo-
tion. Also they may use pixel-wise information [9] or re-
gional models of the features [8].

In [9], a single 3-dimensional Gaussian model for each
pixel in the scene is built, where the mean and covariance of
the model were learned in each frame. Kalman Filtering [3]
is also used to update the model. These background models
were unable to follow and represent multi-modal situations.

A Mixture of Gaussians modeling technique was proposed
in [7] and [2] to address the multi-modality of the under-
lying background. There are several shortcomings for the
mixture learning methods. First of all, the number of Gaus-
sians needs to be specified. Second, these methods do not
specifically deal with spatial dependencies. Also, even with
the use of incremental-EM, the parameter estimation and its
convergence is noticeably slow where the Gaussians adapt
to a new cluster. A recursive filter formulation is proposed
by Lee in [4]. However the problem of specifying the num-
ber of Gaussians as well as the adaptation in later stages still
exists. Also this model does not account for the situations
where the number of Gaussians change due to occlusion or
uncovered parts of the background.

In [1], El Gammalet al. proposed a non-parametric
kernel density estimation for pixel-wise background mod-
eling without making any assumption on its probabil-
ity distribution. Therefore, this method can easily deal
with multi-modality in background pixel distributions with-
out determining the number of modes in the background.
However there are several issues to be addressed using
non-parametric kernel density estimation. First, the non-
parametric KDE methods are pixel-wise techniques and
do not use the spatial correlation of the pixel features.
In order to adapt the model a sliding window is used in
non-parametric methods. However the model convergence
is critical in situations where the illumination suddenly
changes. Second, in [1] a single threshold is used to de-
tect foreground regions which is determined heuristically
and it is not adaptive to different changes in the scene. And
finally, the model in traditional non-parametric techniques
does not enforce spatial consistency of the model explicitly.

In this paper we propose a generalized and adaptive
multi-variate nonparametric density estimation. There
are three major contributions presented in our proposed
method. (i) Dependencies between the pixel features are
exploited in our implementation, resulting in more accurate
models. In [1], the KDE is used by assuming that the color
features used for each pixel are independent, and therefore



the kernel covariance matrix is assumed to be diagonal. The
observations show that RGB color space is not independent,
and therefore we need to use a general covariance matrix
for kernel to capture the color dependencies. (ii) In the pro-
posed method instead of a global threshold for all the pixels
in the scene an independent threshold is trained over time
to effectively perform the classification. (iii) We use the
spatial correlation of the neighboring pixels to achieve the
spatial consistency of the background and foreground mod-
els.

The rest of this paper is organized as follows: in Sec-
tion 2 we present the building block of the proposed back-
ground modeling technique and we explain how the model
is trained to incorporate the dependencies between features.
In Section 3, classification as well as enforcing the spatial
consistency and adaptation of the neighboring models are
discussed. In Section 4 the experimental results of the pro-
posed method are presented and the performance of this
method is compared with existing techniques. Finally the
conclusion of this paper is drawn in Section 5 and its future
directions are discussed.

2. The Proposed Algorithm

Figure 1 shows the pseudo-code for the proposed algo-
rithm, consisting of three major parts: training, classifica-
tion and update. The first and most important part of the
algorithm is the training stage. In this stage the background
model is generated, and for each pixel its model values are
used to estimate the probability of that pixel in new frames
being background. The propose method detects foreground
regions by solving a classification problem. However, no-
tice that we only have samples of background class, be-
fore any foreground appears in the scene. In this paper we
present an automatic, adaptive and robust method to train
this classifier.

In the proposed technique we build a non-parametric ker-
nel density estimation classifier for each pixel. This classi-
fier uses a history of the pixel value as training samples and
estimates the probability of that pixel in new frames as the
classification criteria. In the classification stage, the pixel
is classified as foreground or background based on its esti-
mated probability, computed as:
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where�� and�� are the feature vector of the pixel at time#
and its history in the training sequence.



is a positive def-

inite symmetric matrix which is the kernel bandwidth ma-
trix and

	
is the number of frames that we use to train the

background model. In order to capture the dependencies
between features for each pixel



has to be a full matrix as

opposed to existing methods that assume it to be diagonal.

1. Initialization:
2. For each new frame at time t:
2.1. Training stage:
for each pixel (i,j):
- Calculate kernel covariance
- Calculate threshold: $%�&

2.2. Testing stage:
for each pixel (i,j):
- Estimate probability
- Compute median of

probabilities in its
neigborhood: '�(�&- if �$ %�& )'�(�& �* �+,-, #� � � % (FG Mask)

- else* �+,-, #� � . % (BG Mask)
2.3. Update:

- if (i>N-1): i=1
- else: i = i+1
- if (size(FG)>0.5size(Image))

training frame� / *
- else

training frame012345� / *012345
3. Proceed to next frame

Figure 1. The proposed background model-
ing algorithm.

Due to limited memory and computational power, we
need to store a rather short memory of the background
frames as the training samples. This makes the non-
parametric kernel density estimation dependent on the
choice of its kernel bandwidth. In order to achieve an ac-
curate and automatic background model, which is adap-
tive to the spatial information in the scene such as differ-
ent changes in the background, we need to train the kernel
bandwidth matrix. By training6 for each pixel indepen-
dently, we automatically update the classifier for each pixel.

For each pixel the training samples are vectors7� �8��,��, 9 9 9 ,��:, consecutively. To use the temporal in-
formation in this sequence of samples, we define the suc-
cessive deviation of the above vectors as:;< � =>� �>� � �� ?����@ + � �,
, 9 9 9 ,	 A

(2)

For each pixel, the kernel bandwidth matrix is defined
such that it represents the scatter of the training samples,by
time. Thus the kernel bandwidth is defined by:6 � cov�;� � �; ?BC��; ?BC�D (3)

whereBC is the mean of successive deviation matrix.
From equations (2) and (3) it can be seen that for pixels



(a) Arbitrary frame (b) Threshold map

Figure 2. Adaptive threshold map

with more feature changes through time, such as flicker-
ing pixels, the kernel bandwidth matrix has larger elements,
while for pixels that do not change much, its elements are
smaller. Also notice that the kernel bandwidth is drawn
from the training samples without any assumption of fea-
tures and their underlying probability density function. The
estimated probability density function by using this adap-
tive kernel bandwidth is more accurate, even with small
number of background frames as the training samples.

In the traditional foreground detection techniques, usu-
ally the foreground regions are detected by comparing the
values or model of each pixel with its values or models in
the background, and if this deviation is larger than a heuris-
tically selected threshold it is selected as a foreground re-
gion. If we estimate the probability of each pixel in all
of the background frames, as all of these pixels are back-
ground, their probabilities should have large values, close to
1. But because of noise and inherent background changes,
the pixels do not take a single value, hence their probabili-
ties become smaller. The suitable probability of a pixel to
be a background is related to the amount of changes that its
features undergo by time. Therefore a single global thresh-
old does not work quite well, because pixels in the scene
experience different amounts of change.

This can be seen in Figure 2, where (a) shows an ar-
bitrary frame of a sequence containing water surface and
(b) shows the threshold map for this frame. Darker pix-
els in Figure 2 (b) represent smaller threshold values, and
lighter pixels are corresponding to larger threshold values.
As it can be observed, the thresholds in the areas that tend to
change more, such as water surface, are lower than in those
areas with less amount of change, such as the sky. Thus we
need to train these threshold values for each pixel during the
training stage, to build an accurate and automatic classifier.
For each pixel, a value such that 95% of estimated proba-
bilities are higher than that is found. This value is selected
to be the threshold for that pixel.

3. Classification and Adaptation

In this section the classification stage of the system is
discussed, as well as two types of adaptation approaches
we propose for gradual and sudden changes in the scene.
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After the training stage, for each pixel we have��, 9 9 9 ,�� vectors of its features in the background train-

ing sequence ,6�& its kernel bandwidth matrix and the$%�&
its classification decision criterion. The probability of each
pixel in the new frame is estimated using equation (1) with
its corresponding trained values. In order to classify the pix-
els into foreground and background, we compare their esti-
mated probability with their trained threshold. However, if
we directly apply the trained threshold of each pixel to its
estimated probability, due to strong noise, pixels may be er-
roneously classified. This happens when one pixel has been
affected by noise, and the amount of noise is so strong that
changes its feature vector��, and thus its estimated proba-
bility affects the decision results.

One of the properties of this type of noise is that, if strong
noise affects a pixel, it is less likely to affect its neighbor-
hood with the same strength. If a pixel in a region belong-
ing to background produces a fairly small probability be-
cause of noise, its neighboring pixels are expected to pro-
duce larger probabilities. Thus, using the median of the
estimated probabilities in a region around a pixel enforces
the spatial consistency of its neighborhood. After estimat-
ing the probability of each pixel in new frame, the median
of the probabilities in its neighborhood is compared with it
threshold to make the classification decision:

Mask
��& � W � medX�YZ[��& ) $%�& \. otherwise

(4)
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In order to make the system adapt to gradual and sudden

changes in the scene two procedures are devised. The adap-
tation to sudden change adaptation checks for the size of
detected foreground regions. If the size of the foreground
is too large; (i.e., more than 50% of the image size), the
system detects that there is a major change in the scene.
Then the oldest background frame in the training dataset is
replaced with current frame. If such change in foreground
masks is not detected, the system makes the gradual change
adaptation. In this stage, only the pixels in the oldest back-
ground frame which do not belong to the current foreground
mask are replaced with their corresponding pixels from the
current frame.

4. Experimental Results and Comparison

In this section the experimental results of the proposed
method are evaluated and compared with current existing
methods, both quantitatively and qualitatively.

Irregular motion. By using thewater surfacevideo se-
quence in Figure 3, we compare the results of foreground
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Figure 3. Comparison of the foreground
masks detected by KDE (b), and our method
(c).

(a) (b) (c)

Figure 4. Accuracy of the proposed algo-
rithm.

region detection using our proposed method with a typical
non-parametric kernel density estimation [1]. Column (a)
shows the original frames of the video, while columns (b)
and (c) show the results of the non-parametric method and
our proposed technique, respectively. As it can be observed
in Figure 3, the proposed method gives more accurate fore-
ground masks which are spatially more consistent.

Detection accuracy. The foreground detection accu-
racy in low contrast video sequences is checked by using
the Handshakevideo in Figure 4. Figure 4 (a), shows the
original frame of the video sequence. In Figure 4 (b), the
foreground masks detected by the non-parametric density
estimation, with diagonal kernel bandwidth matrix and a
heuristically selected global threshold are shown and Fig-
ure 4 (c) shows the result of the proposed automatic robust
method. The accuracy of the detected masks using the pro-
posed method can be observed in those areas where the fea-
tures of foreground object (the person to the left) pixel val-
ues are similar to the background pixel values.

Challenging environments.Shown in Figure 5 are the
results of our foreground detection method on several chal-
lenging video sequences. In Figure 5(a), theMeeting room
video, an indoor situation with moving blinds is shown.
In Figure 5(b), theWatervideo sequence, there are waves
and rain drops in the background of the scene generating
a dynamic texture and in Figure 5(c), theCampusvideo,

(a) Meeting room (b) Water (c) Campus

Figure 5. Result of the proposed foreground
region detection.

Figure 6. Result of long-term detection using
the proposed method.

there are waving trees as a typical outdoor scenario causing
an irregular dynamic pattern in the background. In all of
the above cases, our proposed method is able to detect the
foreground regions accurately and ignores the background
movements.

Long-term detection. In Figure 6, the results of a long
term foreground region detection on theLobby video se-
quence, using the proposed method are shown. As it can be
seen from the figure, foreground regions are detected with
the same accuracy throughout time. This shows that the sys-
tem is able to adapt to the gradual and sudden changes that
may occur, avoiding the degradation of the detected fore-
ground.

Quantitative evaluation. The performance of our pro-
posed method is evaluated quantitatively on randomly se-
lected samples from different video sequences, taken from
[5]. The similarity measure between two regions_ and`
is defined bya �_,`� � bcdbed . This measure is monoton-
ically increasing with the similarity of the detected masks
to the ground truth, with values between 0 and 1. We cal-
culated the average of similarity measure of the foreground
masks detected by our proposed method, the Mixtures of
Gaussians in [7] and the method proposed in [5].

By comparing the average of the similarity measure over
different video sequences in Table 1, we can see that the
proposed method outperforms the technique proposed in
[7]. As it can be seen from the first and second rows of the
table, the results of [5] are better than the proposed method.



Table 1. Quantitative evaluation and compar-
ison. The sequences are Meeting Room,
Lobby, Campus, Side Walk, Water Surface
and Fountain, from left to right from [5].

Videos MR LB CAM SW WS FT Avg

Proposed 0.74 0.66 0.55 0.60 0.84 0.51 0.63
[5] 0.91 0.71 0.69 0.57 0.85 0.67 0.74
[7] 0.44 0.42 0.48 0.36 0.54 0.66 0.49

However, in [5] the foreground masks are refined by a mor-
phological post-processing step, while the first row shows
the unprocessed results of our proposed method. After us-
ing a morphological process on the detected masks from
our method they became more similar to the ground truth
masks and the average of similarity is slightly more than
0.74. However, we should emphasize that in our method the
thresholds and the covariance matrices for every pixel have
been estimated automatically and there is no assumption on
the background model or the feature dependencies, while in
other methods there are various parameters that have to be
adjusted for different environments and applications. Also
the parameters for other existing methods need to be se-
lected globally for each video scene, while in our proposed
technique the parameters will be estimated locally for each
pixel position in the scene from its history. This can also
be observed by the fact that performance of the proposed
method is more consistent on different video sequences.

All the experiments have been carried out on a Pentium
4 PC, 2.54 GHz, using Matlab 6.5. The initial training stage
of the algorithm takes about 4 seconds for 150 frames as the
background training buffer with size of�f. g�
.. In order
to speed up the training, the updating process retrains only
the covariance matrix of the kernels. The retraining process
only takes about 0.2 second. The retraining of the threshold
map is performed with a lower rate, as it takes longer to be
retrained. The foreground region detection takes about 0.3
seconds, therefore our proposed method is able to extract
moving objects at the rate of about 3 frames per second.

5. Conclusion and Future Work

In this paper we propose an automatic statistical object
detection framework based on a single-class classification
technique. Our method contains three major contributions.
First, a generalized non-parametric density estimation with
a full kernel bandwidth matrix is trained for each pixel to
build up a single-class classifier without any assumption on
the underlying probability of the data and the dependencies
of features. Second, to achieve an accurate and automatic
foreground detection, for each pixel a single threshold is

trained from the history of its values. Finally, a spatial pro-
cess is performed on the classification phase to enforce spa-
tial consistency of the model and detected foreground re-
gions. Temporal adaptation is achieved by using a gradual
change and a sudden change adaptation stage.

As a major future direction, we are looking into using
support vector data descriptors to make a robust and ac-
curate single-class classifier to label pixels in the video as
foreground or background. The preliminary results of such
technique are promising although it needs more optimiza-
tion for speed. Another extension to this study is to use
online learning techniques, and combine the detection re-
sults with tracking information to achieve more robust and
accurate foreground masks.
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