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Abstract

Past work on object detection has emphasized the issues of feature extraction and classi1cation, however, relatively less
attention has been given to the critical issue of feature selection. The main trend in feature extraction has been representing the
data in a lower dimensional space, for example, using principal component analysis (PCA). Without using an e6ective scheme
to select an appropriate set of features in this space, however, these methods rely mostly on powerful classi1cation algorithms
to deal with redundant and irrelevant features. In this paper, we argue that feature selection is an important problem in object
detection and demonstrate that genetic algorithms (GAs) provide a simple, general, and powerful framework for selecting
good subsets of features, leading to improved detection rates. As a case study, we have considered PCA for feature extraction
and support vector machines (SVMs) for classi1cation. The goal is searching the PCA space using GAs to select a subset
of eigenvectors encoding important information about the target concept of interest. This is in contrast to traditional methods
selecting some percentage of the top eigenvectors to represent the target concept, independently of the classi1cation task. We
have tested the proposed framework on two challenging applications: vehicle detection and face detection. Our experimental
results illustrate signi1cant performance improvements in both cases.
? 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The majority of real-world object detection problems in-
volve “concepts” (e.g., face, vehicle) rather than speci1c ob-
jects. Usually, these “conceptual objects” have large within
class variabilities. As a result, there is no easy way to come
up with an analytical decision boundary to separate a certain
“conceptual object” against others. One feasible approach is
to learn the decision boundary from a set of training exam-
ples using supervised learning where each training instance
is associated with a class label. Building an object detection
system under this framework involves two main steps (1)
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extracting a number of features, and (2) training a classi1er
using the extracted features to distinguish among di6erent
class instances.

Choosing an appropriate set of features is critical when de-
signing pattern classi1cation systems under the framework
of supervised learning. Often, a large number of features is
extracted to better represent the target concept. Without em-
ploying some kind of feature selection strategy, however,
many of them could be either redundant or even irrelevant
to the classi1cation task. Watanabe [1] has shown that it is
possible to make two arbitrary patterns similar by encoding
them with a suFciently large number of redundant features.
As a result, the classi1er might not be able to generalize
nicely.

Ideally, we would like to use only features having high
separability power while ignoring or paying less attention to
the rest. For instance, in order to allow a vehicle detector to
generalize nicely, it would be necessary to exclude features

0031-3203/$30.00 ? 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.patcog.2004.03.013

mailto:zehang@cs.unr.edu
mailto:bebis@cs.unr.edu
mailto:bebis@cs.unr.edu
mailto:rmille47@ford.com


2166 Z. Sun et al. / Pattern Recognition 37 (2004) 2165–2176

encoding 1ne details which might appear in speci1c vehicles
only. A limited yet salient feature set can simplify both
the pattern representation and the classi1ers that are built
on the selected representation. Consequently, the resulting
classi1er will be more eFcient.

In most practical cases, relevant features are not known
a priori. Finding out what features to use in a classi1ca-
tion task is referred to as feature selection. Although there
has been a great deal of work in machine learning and re-
lated areas to address this issue [2,3] these results have not
been fully explored or exploited in emerging computer vi-
sion applications. Only recently there has been an increased
interest in deploying feature selection in applications such
as face detection [4,5], gender classi1cation [6,7], vehicle
detection [4,8], image fusion for face recognition [9], tar-
get detection [10], pedestrian detection [11], tracking [12],
image retrieval [13], and video categorization [14].

Most e6orts in the literature have largely ignored the fea-
ture selection problem and have focused mainly on develop-
ing e6ective feature extraction methods [15] and employing
powerful classi1ers (e.g., probabilistic [16], hidden Markov
models (HMMs) [17], Neural networks (NNs) [18], SVMs
[19]). The main trend in feature extraction has been rep-
resenting the data in a lower dimensional space computed
through a linear or non-linear transformation satisfying cer-
tain properties (e.g., PCA [20], linear discriminant analysis
(LDA) [21], independent components analysis (ICA) [22],
factor analysis (FA) [23], and others [15]). The goal is 1nd-
ing a new set of features that represent the target concept
in a more compact and robust way but also providing more
discriminative information. Without using e6ective schemes
to select an appropriate subset of features in the computed
subspaces, however, these methods rely mostly on classi1-
cation algorithms to deal with the issues of redundant and
irrelevant features. This might be problematic, especially
when the number of training examples is small compared to
the number of features (i.e., curse of dimensionality prob-
lem [15,24]).

We argue and demonstrate the importance of feature se-
lection in the context of two challenging object detection
problems: vehicle detection and face detection. As a case
study, we have considered the well-known method of PCA
for feature extraction and SVMs for classi1cation. Feature
extraction using PCA has received considerable attention in
the computer vision area [20,25,26]. It represents an image
in a low-dimensional space spanned by the principal com-
ponents of the covariance matrix of the data. Although PCA
provides a way to represent an image in an optimum way
(i.e., minimizes reconstruction error), several studies have
shown that not every principal eigenvectors encode useful
information for classi1cation purposes. We elaborate more
on this issue in Section 4.1).

In this paper, we propose using GAs to search the space of
eigenvectors with the goal of selecting a subset of eigenvec-
tors encoding important information about the target con-
cept of interest. This is in contrast to the typical strategy

of picking a percentage of the top eigenvectors to represent
the target concept, independently of the classi1cation task.
The proposed approach has the advantage that it is simple,
general, and powerful. An earlier version of this work has
appeared in Ref. [4] and it relates to our previous work on
gender classi1cation [6,7], however, the size of the classes
considered here (e.g., object vs. non-object) are larger and
in principle quite di6erent from each other.

The rest of the paper is organized as follows: In Section 2,
we review the problem of feature selection, emphasizing dif-
ferent search and evaluation strategies. An overview of the
proposed method is presented in Section 3. In Section 4 we
discuss feature extraction using PCA. In particular, we dis-
cuss the problem of understanding the information encoded
by di6erent eigenvectors. Section 5, presents our approach
to choosing an appropriate subset of eigenvectors using ge-
netic search. In particular, we discuss the issues of encod-
ing and 1tness evaluation. Section 6 presents a brief review
on SVMs. Our experimental results and comparisons using
genetic eigenvector selection for vehicle and face detection
are presented in Sections 7 and 8 correspondingly. An anal-
ysis of our experimental results is presented in Section 9.
Finally, Section 10 presents our conclusions and plans for
future work.

2. Background on feature selection

Finding out which features to use for a particular problem
is referred to as feature selection. Given a set of d features,
the problem is selecting a subset of size m that leads to the
smallest classi1cation error. This is essentially an optimiza-
tion problem that involves searching the space of possible
feature subsets to 1nd one that is optimal or near-optimal
with respect to a certain criterion. A number of feature se-
lection approaches have been proposed in Refs. [2,3,15,
27–29]. There are two main components in every feature
subset selection system: the search strategy used to pick the
feature subsets and the evaluation method used to test their
goodness based on some criteria. We review both of them
below.

2.1. Search strategies

Search strategies can be classi1ed into one of the fol-
lowing three categories: (1) optimal, (2) heuristic, and (3)
randomized. Exhaustive search is the most straightforward
approach to optimal feature selection [15]. However, the
number of possible subsets grows combinatorially, which
makes the exhaustive search impractical for even moderate
size of features. The only optimal feature selection method
which avoids the exhaustive search is based on the branch
and bound algorithm [2,27]. This method requires the mono-
tonicity property of the criterion function, which most com-
monly used criterion function do not satisfy.

Sequential forward selection (SFS) and sequential back-
ward selection (SBS) are two well-known heuristic feature



Z. Sun et al. / Pattern Recognition 37 (2004) 2165–2176 2167

selection schemes [30]. SFS, starting with an empty feature
set, selects the best single feature and then adds that feature
to the feature set. SBS starts with the entire feature set and
at each step drops the feature whose absence least decreases
the performance. Combining SFS and SBS gives birth to the
“plus l-take away r” feature selection method [31], which
1rst enlarges the feature subset by adding l using SFS and
then deletes r features using SBS. Sequential forward Moat-
ing search (SFFS) and sequential backward Moating search
(SBFS) [32] are generalizations of the “plus l-take away r”
method . The values of l and r are determined automatically
and updated dynamically in SFFS and SBFS. Since these
strategies make local decisions, they cannot be expected to
1nd globally optimal solutions.

In randomized search, probabilistic steps or a sampling
process are employed. The relief algorithm [33] and sev-
eral extension of it [34] are the typical randomized search
approaches. Based on their estimated e6ectiveness for
classi1cation, features are assigned weights in the relief
algorithm. Then, features whose weights exceed a user-
determined threshold are selected to train the classi1er.
Recently, GAs [35] have attracted more and more attention
in the feature selection area. Siedlecki et al. [36] presented
one of the earliest studies of GA-based feature selection
in the context of a K-nearest-neighbor classi1ers. Yang et
al. [29] proposed a feature selection approach using GAs
and NNs for classi1cation. A standard GA with rank-based
selection strategy was used. The rank-based selection
method depends on a prede1ned parameter p∈ (0:5 1).
Speci1cally, the probability of selecting the highest ranked
individual is p and that of the kth highest ranked individual
is p(1 − p)(k−1). They tested their methods using several
benchmark real-world pattern classi1cation problems and
reported improved results. However, they used the accu-
racy on the test set in the 1tness function, which is not
appropriate since it introduces bias to the 1nal classi1ca-
tion. Chtioui et al. [37] investigated a GA approach for
feature selection in a seed discrimination problem. Using
standard GA operators, they selected the best feature subset
from a set of 73 features. Vafaie et al. [38] conducted a
comparison between important score (IS)—a greedy-like
feature section method and GAs. They represented the fea-
ture selection problem using binary encoding and standard
GA operators. The evaluation function was solely based on
classi1cation performance. Using several real world prob-
lems, they found that GAs are more robust at the expense
of more computational e6ort.

2.2. Evaluation strategies

Each of the evaluation strategies belongs to one of two cat-
egories: (1) 1lter and (2) wrapper. The distinction is made
depending on whether feature subset evaluation is performed
using the learning algorithm employed in the classi1er de-
sign (i.e., wrapper) or not (i.e., 1lter). Filter approaches
are computationally more eFcient than wrapper approaches

since they evaluate the goodness of selected features using
criteria that can be tested quickly (e.g., reducing the correla-
tion or the mutual information among features). This, how-
ever, could lead to non-optimal features, especially, when
the features dependent on the classi1er. As a result, clas-
si1er performance might be poor. Wrapper approaches on
the other hand perform evaluation by training the classi1er
using the selected features and estimating the classi1cation
error using a validation set. Although this is a slower proce-
dure, the features selected are usually more optimal for the
classi1er employed.

3. Method overview

Traditionally, there are three main steps in building a pat-
tern classi1cation system using supervised learning. First,
some preprocessing is applied to the input patterns (e.g.,
normalize the pattern with respect to size and orientation,
compensate for light variations, reduce noise, etc.). Sec-
ond, feature extraction is applied to represent patterns by a
compact set of features. The last step involves training a
classi1er to learn to assign input patterns to their correct
category. In most cases, no explicit feature selection step
takes place besides feature weighting performed implicitly
by the classi1er.

Fig. 1 illustrates the main steps of the approach employed
here. The main di6erence from the traditional approach is
the inclusion of a step that performs feature selection using
GAs. Feature extraction is carried out using PCA to project
the data in a lower-dimensional space. The goal of feature
selection is then to choose a subset of eigenvectors in this
space, encoding mostly important information about the tar-
get concept of interest. We use a wrapper-based approach
to evaluate the quality of the selected eigenvectors. Specif-
ically, we use feedback from a SVM classi1er to guide the
GA search in selecting a good subset of eigenvectors, im-
proving detection accuracy. The evaluation function used
here contains two terms, the 1rst based on classi1cation ac-
curacy on a validation set and the second on the number
of eigenvectors selected. Given a set of eigenvectors, a bi-
nary encoding scheme is used to represent the presence or
absence of a particular eigenvector in the solutions gener-
ated during evolution.

Fig. 1. Main steps involved in building an object detection system
using feature subset selection.
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4. Feature extraction using PCA

Eigenspace representations of images use PCA to linearly
project an image in a low-dimensional space [20]. This space
is spanned by the principal components (i.e., eigenvectors
corresponding to the largest eigenvalues) of the distribution
of the training images. After an image has been projected in
the eigenspace, a feature vector containing the coeFcients of
the projection is used to represent the image. We summarize
the main ideas below:

Each image I(x; y) is represented as a N × N vector i.
First the average face � is computed:

� =
1
R

R∑
i=1

i; (1)

where R is the number of faces in the training set. Next, the
di6erence � of each face from the average face is computed:
�i = i − �. Then the covariance matrix is estimated by

C =
1
R

R∑
i=1

�i�
T
i = AAT; (2)

where, A=[�1�2 : : : �R]. The eigenspace can then be de1ned
by computing the eigenvectors �i of C. Since C is very large
(N ×N ), computing its eigenvector will be very expensive.
Instead, we can compute �i, the eigenvectors of ATA, an
R× R matrix. Then �i can be computed from �i as follows:

�i =
R∑

j=1

�ij�j; j = 1 : : : R: (3)

Usually, we only need to keep a smaller number of eigen-
vectors Rk corresponding to the largest eigenvalues. Given
a new image, , we subtract the mean (� =  − �) and
compute the projection:

�̃ =
Rk∑
i=1

wi�i: (4)

where wi = �T
i  are the coeFcients of the projection (i.e.,

eigenfeatures).
The projection coeFcients allow us to represent images

as linear combinations of the eigenvectors. It is well known
that the projection coeFcients de1ne a compact image rep-
resentation and that a given image can be reconstructed from
its projection coeFcients and the eigenvectors (i.e., basis).

4.1. What information is encoded by di:erent
eigenvectors?

There have been several attempts to understand what in-
formation is encoded by di6erent eigenvectors, and the use-
fulness of this information with respect to various tasks
[39–42]. These studies have concluded that di6erent tasks
make di6erent demands in terms of the information that
needs to be processed, and that this information is not con-
tained in the same ranges of eigenvectors. For example, the
1rst few eigenvectors seem to encode lighting while other

Fig. 2. Eigenvectors corresponding to the vehicle detection dataset.

Fig. 3. Eigenvectors corresponding to the face detection dataset.

eigenvectors seem to encode local features [42]. We have
made similar observations by analyzing the eigenvectors ob-
tained from our data sets. Fig. 2, for example, shows some of
the eigenvectors computed from our vehicle detection data
set. Obviously, eigenvectors 2 and 4 encode more lighting
information than others, while eigenvectors 8 and 12 en-
code more information about some speci1c local features.
Similar comments can be made for the eigenvectors derived
from our face detection data set, as shown in Fig. 3. Once
again, eigenvectors 2 and 5 seem to encode mostly lighting
while eigenvectors 8, 9 and 22 seem to encode mostly local
information. Eigenvector 150 seems to encode mostly noise
in both cases.

Obviously, the question is how to choose eigenvectors
encoding important information about the target concept of
interest. The common practice of choosing the eigenvectors
corresponding to large eigenvalues might not be the best
choice as has been illustrated by Balci et al. [43], Etemad
et al. [21], and Sun et al. [6,7]. In Ref. [43], PCA features
were used with a NN classi1er. Using pruning to improve
classi1er performance, they were also able to monitor
which eigenvectors contribute to gender classi1cation. Their
experiments showed that not all of the high eigenvec-
tors contributed to gender classi1cation and that some of
them had been discarded by the network. In Ref. [21], the
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discriminatory power of eigenvectors in a face recognition
task was investigated. They found out that the recognition in-
formation of eigenvectors does not decrease monotonically
with their corresponding eigenvalues. Many times, there
were cases where an eigenvector corresponding to a small
eigenvalue had higher discriminatory power than an eigen-
vector corresponding to a large eigenvalue. In this study,
we apply feature selection using GAs to search the space
of eigenvectors with the goal of selecting a subset of them
encoding important information about the target concept of
interest. In Refs. [6,7], the problem of selecting a subset
of eigenvectors representing mostly gender information was
considered. Using an approach similar to the one proposed
here, it was illustrated that certain eigenvectors, not neces-
sarily the top ones, were more important for gender classi-
1cation than others.

5. Genetic eigenvector selection

5.1. A brief review of GAs

GAs are a class of optimization procedures inspired by
the biological mechanisms of reproduction. In the past, they
have been used to solve various problems including tar-
get recognition [44], object recognition [45,46], face recog-
nition [47], and face detection/veri1cation [48]. This sec-
tion contains a brief summary of the fundamentals of GAs.
Goldberg [35] provides a great introduction to GAs and the
reader is referred to this source, as well as to the survey
paper of Srinivas et al. [49] for further information.

GAs operate iteratively on a population of structures, each
one of which represents a candidate solution to the prob-
lem at hand, properly encoded as a string of symbols (e.g.,
binary). A randomly generated set of such strings forms
the initial population from which the GA starts its search.
Three basic genetic operators guide this search: selection,
crossover, and mutation. The genetic search process is iter-
ative: evaluating, selecting, and recombining strings in the
population during each iteration (generation) until reaching
some termination condition. The basic algorithm, where P(t)
is the population of strings at generation t, is given below:

t = 0
initialize P(t)
evaluate P(t)
while (termination condition is not satis=ed) do
begin

select P(t + 1) from P(t)
recombine P(t + 1)
evaluate P(t + 1)
t = t + 1

end

Evaluation of each string is based on a 1tness function
that is problem-dependent. It determines which of the can-

didate solutions are better. This corresponds to the environ-
mental determination of survivability in natural selection.
Selection of a string, which represents a point in the search
space, depends on the string’s 1tness relative to those of
other strings in the population. It probabilistically removes,
from the population, those points that have relatively low
1tness. Mutation, as in natural systems, is a very low prob-
ability operator and just Mips a speci1c bit. Mutation plays
the role of restoring lost genetic material. Crossover in con-
trast is applied with high probability. It is a randomized
yet structured operator that allows information exchange be-
tween points. Its goal is to preserve the 1ttest individuals
without introducing any new value.

In summary, selection probabilistically 1lters out
solutions that perform poorly, choosing high performance
solutions to concentrate on or exploit. Crossover and
mutation, through string operations, generate new solutions
for exploration. Given an initial population of elements,
GAs use the feedback from the evaluation process to select
1tter solutions, eventually converging to a population of
high-performance solutions. GAs do not guarantee a global
optimum solution. However, they have the ability to search
through very large search spaces and come to nearly optimal
solutions fast. Their ability for fast convergence is explained
by the schema theorem (i.e., short-length bit patterns in the
chromosomes with above average 1tness, get exponentially
growing number of trials in subsequent generations [35]).

5.2. Feature selection encoding

We have employed a simple encoding scheme where the
chromosome is a bit string whose length is determined by
the number of eigenvectors. Each eigenvector, computed
using PCA, is associated with one bit in the string. If the ith
bit is 1, then the ith eigenvector is selected, otherwise, that
component is ignored. Each chromosome thus represents a
di6erent subset of eigenvectors.

5.3. Feature subset =tness evaluation

The goal of feature subset selection is to use less fea-
tures to achieve the same or better performance. Therefore,
the 1tness evaluation contains two terms: (1) accuracy and
(2) the number of features selected. The performance of the
SVM is estimated using a validation data set (see Sections
7.1 and 8.1) which guides the GA search. Each feature sub-
set contains a certain number of eigenvectors. If two subsets
achieve the same performance, while containing di6erent
number of eigenvectors, the subset with fewer eigenvectors
is preferred. Between accuracy and feature subset size, ac-
curacy is our major concern. We used the 1tness function
shown below to combine the two terms:

fitness = 104Accuracy + 0:5Zeros; (5)

where Accuracy corresponds to the classi1cation accuracy
on a validation set for a particular subset of eigenvectors,
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and Zeros corresponds to the number eigenvectors not se-
lected (i.e., zeros in the chromosome). The Accuracy term
ranges roughly from 0.50 to 0.99, thus, the 1rst term as-
sumes values from 5000 to 9900. The Zeros term ranges
from 0 to L − 1 where L is the length of the chromosome,
thus, the second term assumes values from 0 to 99 (L=200).
Based on the weights that we have assigned to each term,
the Accuracy term dominates the 1tness value. This implies
that individuals with higher accuracy will outweigh indi-
viduals with lower accuracy, no matter how many features
they contain. Overall, the higher the accuracy is, the higher
the 1tness is. Also, the fewer the number of features is, the
higher the 1tness is.

Choosing the weights for the two terms of the 1tness func-
tion is more objective-dependent than application-dependent.
When we build a pattern classi1cation system, among many
factors, we need to 1nd the best balance between model
compactness and performance accuracy. Under some sce-
narios, we prefer the best performance, no matter what the
cost might be. If this is the case, the weight associated with
the Accuracy term should be very high. Under di6erent situ-
ations, we might favor more compact models over accuracy,
as long as the accuracy is within a satisfactory range. In this
case, we should choose a higher weight for the Zeros term.

5.4. Initial population

In general, the initial population is generated randomly,
(e.g., each bit in an individual is set by Mipping a coin). This,
however, would produce a population where each individ-
ual contains approximately the same number of 1’s and 0’s
on the average. To explore subsets of di6erent numbers of
features, the number of 1’s for each individual is generated
randomly. Then, the 1’s are randomly scattered in the chro-
mosome. In all of our experiments, we used a population
size of 2000 and 200 generations. In most cases, the GA
converged in less than 200 generations.

5.5. Selection

Our selection strategy was cross generational. Assuming
a population of size N , the o6spring double the size of the
population and we select the best N individuals from the
combined parent–o6spring population [50].

5.6. Crossover

There are three basic types of crossovers: one-point
crossover, two-point crossover, and uniform crossover.
For one-point crossover, the parent chromosomes are split
at a common point chosen randomly and the resulting
sub-chromosomes are swapped. For two-point crossover,
the chromosomes are thought of as rings with the 1rst and
last gene connected (i.e., wrap-around structure). In this
case, the rings are split at two common points chosen ran-
domly and the resulting sub-rings are swapped. Uniform

crossover is di6erent from the above two schemes. In this
case, each gene of the o6spring is selected randomly from
the corresponding genes of the parents. Since we do not
know in general how eigenvectors depend on each other,
if dependent eigenvectors are far apart in the chromosome,
it is very likely that traditional one-point or two-point
crossover will destroy the schemata. To avoid this problem,
uniform crossover is used here. The crossover probability
used in all of our experiments was 0.66.

5.7. Mutation

We use the traditional mutation operator which just Mips
a speci1c bit with a very low probability. The mutation
probability used in all of our experiments was 0.04.

6. Support vector machines

SVMs are primarily two-class classi1ers that have been
shown to be an attractive and more systematic approach to
learn linear or non-linear decision boundaries [51,52]. Their
key characteristic is their mathematical tractability and geo-
metric interpretation. This has facilitated a rapid growth of
interest in SVMs over the last few years, demonstrating re-
markable success in 1elds as diverse as text categorization,
bioinformatics, and computer vision [53]. Speci1c applica-
tions include text classi1cation [54], speed recognition [55],
gene classi1cation [56], and webpage classi1cation [57].

Given a set of points, which belong to either of two
classes, SVM 1nds the hyperplane leaving the largest pos-
sible fraction of points of the same class on the same side,
while maximizing the distance of either class from the hyper-
plane. This is equivalent to performing structural risk mini-
mization to achieve good generalization [51,52]. Assuming
there are l examples from two classes

(x1; y1)(x2; y2):::(xl; yl); xi ∈RN ; yi ∈ {−1;+1}: (6)

Finding the optimal hyper-plane implies solving a con-
strained optimization problem using quadratic program-
ming. The optimization criterion is the width of the margin
between the classes. The discriminate hyperplane is de1ned
as

f(x) =
l∑

i=1

yiaik(x; xi) + b; (7)

where k(x; xi) is a kernel function and the sign of f(x)
indicates the membership of x. Constructing the optimal
hyperplane is equivalent to 1nd all the non-zero ai. Any data
point xi corresponding to a non-zero ai is a support vector
of the optimal hyperplane.

Suitable kernel functions can be expressed as a dot prod-
uct in some space and satisfy the Mercer’s condition [51].
By using di6erent kernels, SVMs implement a variety of
learning machines (e.g., a sigmoidal kernel corresponding
to a two-layer sigmoidal neural network while a Gaussian
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kernel corresponding to a radial basis function (RBF) neural
network). The Gaussian radial basis kernel is given by

k(x; xi) = exp
(

−‖x − xi‖2

2'2

)
: (8)

The Gaussian kernel is used in this study. Our experiments
have shown that the Gaussian kernel outperforms other ker-
nels in the context of our applications.

7. Vehicle detection

Robust and reliable vehicle detection in images acquired
by a moving vehicle (i.e., on-road vehicle detection) is an
important problem with applications to driver assistance sys-
tems or autonomous, self-guided vehicles. This is a very
challenging task in general. Vehicles, for example, come
into view with di6erent speeds and may vary in shape, size,
and color. Also, vehicle appearance depends on its pose
and is a6ected by nearby objects. Within-class variability,
occlusion, and lighting conditions also change the overall
appearance of vehicles. Landscape along the road changes
continuously while the lighting conditions depend on the
time of the day and the weather.

Research on vehicle detection has been quite active within
the last ten years. Matthews et al. [58] used PCA for fea-
ture extraction and NNs for classi1cation. Goerick et al. [59]
employed local orientation coding (LOC) to encode edge
information and NNs to learn the characteristics of vehi-
cles. A statistical model was investigated in Ref. [16] where
PCA and wavelet features were used to represent vehicle and
non-vehicle appearance. A di6erent statistical model was in-
vestigated by Weber et al. [60]. They represented each ve-
hicle image as a constellation of local features and used the
expectation maximization (EM) algorithm [24] to learn the
parameters of the probability distribution of the constella-
tions. An interest operator, followed by clustering, is used
to identify a small number of local features in vehicle im-
ages. In Ref. [61], Papageorgiou et al. proposed using Haar
wavelets for feature extraction and SVMs for classi1cation.
Sun et al. [62] fused Gabor and Haar wavelet features to
improve detection accuracy.

Here, we consider the problem of rear-view vehicle
detection from gray-scale images. The 1rst step of any
vehicle detection system is to hypothesize the locations of
vehicles in an image. Then, veri1cation is performed to test
the hypotheses. Both steps are equally important and chal-
lenging. Approaches to generate the hypothetical locations
of vehicles in an images use motion information, symmetry,
shadows, and vertical/horizontal edges. Our emphasis here
is on improving the performance of the veri1cation step by
selecting a representative feature subset.

7.1. Vehicle dataset

The images used in our experiments were collected in
Dearborn, Michigan during two di6erent sessions, one in

Fig. 4. Examples of vehicle and non-vehicle images used for
training.

the Summer of 2001 and one in the Fall of 2001. To en-
sure a good variety of data in each session, the images were
caught during di6erent times, di6erent days, and on 1ve dif-
ferent highways. The training set contains subimages of rear
vehicle views and non-vehicles which were extracted man-
ually from the Fall 2001 data set. A total of 1051 vehicle
subimages and 1051 non-vehicle subimages were extracted
(see Fig. 4). In Ref. [61], the subimages were aligned by
wrapping the bumpers to approximately the same position.
We have not attempted to align the data in our case since
alignment requires detecting certain features on the vehicle
accurately. Moreover, we believe that some variability in
the extraction of the subimages can actually improve per-
formance. Each subimage in the training and test sets was
scaled to 32 × 32 and preprocessed to account for di6erent
lighting conditions and contrast followed the method sug-
gested in Ref. [48].

To evaluate the performance of the proposed approach,
the average error (ER) was recorded using a three-fold
cross-validation procedure. Speci1cally, we split the train-
ing dataset randomly three times by keeping 80% of the
vehicle subimages and 80% of the non-vehicle subimages
(i.e., 841 vehicle subimages and 841 non-vehicle subim-
ages) for training. The rest 20% of the data was used for
validation during feature selection. For testing, we used a
1xed set of 231 vehicle and non-vehicle subimages which
were extracted from the Summer 2001 data set.

7.2. Experimental results

We have performed a number of experiments and com-
parisons to demonstrate the importance of feature selection
for vehicle detection. First, SVMs were tested using some
percentage of the top eigenvectors. We ran several experi-
ments by varying the number of eigenvector from 50 to 200.
Using the top 50, 100, 150, and 200 eigenvectors, the aver-
age error rates obtained were 18.21%, 10.89%, 10.24%, and
10.80%, respectively. Next, we used GAs to select an opti-
mum subset of eigenvectors. For comparison purposes, we
also implemented the SFBS feature selection method dis-
cussed in Section 2. Fig. 5(a) shows the error rates for all
the approaches tested here. Using eigenvector selection, the
SVM achieved a 6.49% average error rate in the case of
GAs, and a 9.07% average error rate in the case of SFBS.
In terms of number of eigenvectors contained in the 1nal
solution, SFBS kept 87 features, which is 43.5% of the com-
plete feature set, while GAs kept 46 features, which is 23%
of the complete feature set.
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Fig. 5. Detection error rates of various methods: (a) vehicle detec-
tion results; (b) face detection results.

8. Face detection

Face detection from a single image is a diFcult task due
to the variability in scale, location, orientation, pose, race,
facial expression, and occlusion. Rowley [18] proposed an
NN-based face detection method, where pre-processed im-
age intensity values were used to train a multilayer NN to
learn the face and non-face patterns from face and non-face
examples. Sung et al. [63] developed a system composed of
two parts, (i) a distribution-based model for face/non-face
representations and (ii) a multilayer NN for classi1cation.
SVMs have been applied to face detection by Osuna et al.
[19]. In that work, the inputs to the SVMwere pre-processed
image intensity values such as those used in Ref. [18]. SVMs
have also been used with wavelet features for face detection
in Ref. [61]. Recently, Viola et al. [5] developed a face de-
tection system using wavelet-like features and the AdaBoost
learning algorithm which combines increasingly more com-
plex classi1ers are combined in a cascade. The boosting pro-
cess they used selects a weak classi1er at each stage of the
cascade which can been seen as a feature selection process.
Two recent comprehensive surveys on face detection can be
found in Refs. [25,26].

To detect faces in an image, a 1xed window is usually run
across the input image. Each time, the contents of the win-
dow are given to a classi1er which veri1es whether there is
a face in the window or not. To account for di6erences in
face size, the input image is represented at di6erent scales
and the same procedure is repeated at each scale. Alterna-
tively, candidate face locations in an image can be found
using color, texture, or motion information. Here, we con-
centrate on the veri1cation step only.

8.1. Face dataset

Our training set contains 616 faces and 616 nonfaces
subimages which were extracted manually from a gender
dataset [6] and the CMU face detection dataset [18]. Sev-
eral examples are shown in Fig. 6. For testing, we used a
1xed set of 268 face and non-face subimages which were
also extracted from disjoint set of images from the CMU
face detection data set. Each subimage in the training and
test sets was scaled to 32× 32 and preprocessed to account
for di6erent lighting conditions and contrast [48].

Fig. 6. Examples of face and non-face images used for training.

To evaluate the performance of the proposed approach,
we used a three-fold cross-validation procedure, splitting
the training dataset randomly three times by keeping 84%
of the face subimages and 84% of the non-face subimages
(i.e., 516 vehicle subimages and 516 non-face subimages)
for training. The rest 16% of the data was used for validation
during feature selection.

8.2. Experimental results

First, we tested SVMs using a percentage of the top eigen-
vectors as in the case of vehicle detection. We ran several
experiments by varying the number of eigenvectors from 50
to 200. Using the top 50, 100, 150, and 200 eigenvectors, the
average error rates obtained were 12.31%, 11.57%, 13.81%,
and 14.93%, respectively. Next, we used GAs to select an
optimum subset of eigenvectors. As in the case of vehicle
detection, we compared the results of the GA approach with
the SFBS approach. Fig. 5(b) shows the average error rates
for all the approaches tested here. Using eigenvector selec-
tion, the SVM achieved a 8.21% average error rate in the
case of GAs, and a 10.45% average error rate in the case of
SFBS. In terms of number of eigenvectors contained in the
1nal solution, SFBS kept 68 features, which is 34% of the
complete feature set, while GAs kept 34 features, which is
17% of the complete feature set.

9. Discussion

To get an idea about the optimal set of eigenvectors se-
lected by GAs (or SFBS) in the context of vehicle/face de-
tection, we computed histograms (see Fig. 7), showing the
average distributions of the selected eigenvectors over the
three training sets. The x-axis corresponds to the eigenvec-
tors, ordered by their eigenvalues, and has been divided into
bins of size 10. The y-axis corresponds to the average num-
ber of times an eigenvector within some bin was selected by
the GA (or SFBS) approach in the 1nal solution. For exam-
ple, Fig. 7(a) shows the average distribution of the eigen-
vectors selected by GAs for vehicle detection. For example,
the 1rst bar of each histogram indicates that, on average, 5.7
eigenvectors were selected from the top 10 eigenvectors.

Fig. 7 illustrates that the eigenvector subsets selected by
GA approach were di6erent from those selected by the SFBS
approach. As we have discussed in Section 2, di6erent eigen-
vectors seems to encode di6erent kind of information. For
visualization purposes, we have reconstructed several ve-
hicle (Fig. 8) and face (Fig. 9) images using the selected
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Fig. 7. The distributions of eigenvectors selected by (a) GAs for
vehicle detection; (b) SFBS for vehicle detection; (c) GAs for face
detection; (d) SFBS for face detection.

eigenvectors only. For comparison purpose, we also recon-
structed the same images using the top 50 eigenvectors. Sev-
eral interesting comments can be made by observing these
reconstructions, the experimental results presented in Sec-
tions 7 and 8, and the eigenvector distributions shown in
Fig. 7:

(1) The eigenvector subsets selected by the GA approach
improve detection performance, both for vehicle and face
detection: Feature subsets selected by GAs yielded an av-
erage error rate of 6.49% for vehicle detection, better that
the 9.07% obtained using SFBS or 10.24% using a percent-
age of the top eigenvectors. In the context of face detec-
tion, the average error rate using GAs was 8.21%, which is
better than the average error rate using a percentage of the

Fig. 8. Reconstructed images using the selected eigenvectors (1rst row): original images; (second row): using the top 50 eigenvectors; (third
row): using the eigenvectors selected by SFBS; (fourth row): using the eigenvectors selected by GAs.

top eigenvectors (i.e., 11.57%) or eigenvectors selected by
SBFS (i.e., 10.45%).

(2) The GA solutions found are quite compact: The 1nal
eigenvector subsets found by GAs are very compact—46
eigenvectors out of 200 for vehicle detection, and 34
eigenvectors out of 200 for face detection. The signi1cant
reduction in the number of eigenvectors kept speeds up
classi1cation substantially.

(3) The eigenvectors selected by the GA approach do
not encode =ne details: The images shown in the fourth row
of Fig. 8 correspond to the reconstructed vehicle images us-
ing only the eigenvectors selected by GAs. It is interesting
to note that they all look quite similar to each other. As we
discussed before, only some general information about ve-
hicles is desirable for vehicle detection. These features can
be thought as features representing the “conceptual vehicle”,
but not individual vehicles. In contrast, the reconstructed
images using the top 50 eigenvectors or eigenvector subsets
selected by the SFBS approach reveal more vehicle identity
information (i.e., more details) as can be seen from the im-
ages in the second and third rows. Similar observations can
be made by observing the reconstructed face images shown
in Fig. 9. The reconstructed faces shown in the last row (i.e.,
using eigenvectors selected by the GA approach) look more
blurry (i.e., have less details) than the original images or the
ones reconstructed using the top eigenvectors or those se-
lected by the SFBS approach. Identity information has not
been preserved which might be the key to successful face
detection.

(4) Eigenvectors encoding irrelevant or redundant infor-
mation have not been favored by the GA approach: This is
obvious by observing the reconstructed images in the fourth
row of Fig. 8. All of them seem to be normalized with respect
to illumination. Of particular interest is the image shown in
the fourth column which is much lighter than the rest. It ap-
pears that eigenvectors encoding illumination information
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Fig. 9. Reconstructed images using the selected eigenvectors (1rst row): original images; (second row): using the top 50 eigenvectors; (third
row): using the eigenvectors selected by SFBS; (fourth row): using the eigenvectors selected by GAs.

have not be included in the 1nal eigenvector subset. This
result is very reasonable since illumination is not critical for
vehicle detection, if not confusing. We can also notice that
the reconstructed vehicle images are better framed compared
to the original ones, therefore, some kind of implicit nor-
malization has been accomplished with respect to location
and size. For face detection, we can observe similar results.
Fine details have been removed from the reconstructed face
images as shown in Fig. 9. Moreover, we can observe nor-
malization e6ects with respect to size, location, and orien-
tation. Of particular interest is the face image shown in the
1fth column of Fig. 9 which is rotated and illuminated from
the right side. These e6ects have been removed from the re-
constructed image shown in the last row. This implies that
eigenvectors encoding lighting and rotation have not been
included in the 1nal solution.

10. Conclusions

We have investigated a systematic feature subset selec-
tion framework using GAs. Speci1cally, the complete fea-
ture set is encoded in a chromosome and then optimized by
GAs with respect both to detection accuracy and number
of discarded features. To evaluate the proposed framework,
we considered two challenging object detection problems:
vehicle detection and face detection. In both cases, we used
PCA for feature extraction and SVMs for classi1cation. Our
experimental results illustrate that the proposed method im-
proves the performance of vehicle and face detection, both
in terms of accuracy and complexity (i.e., number of fea-
tures). Further analysis of our results indicates that the pro-
posed method is capable of removing redundant and irrele-
vant features, outperforming traditional approaches.

For future work, we plan to generalize the encoding
scheme to allow eigenvector fusion (i.e., using real weights)
instead of pure selection (i.e., using 0/1 weights). We also

plan to investigate qualitatively di6erent types of encod-
ings, for example, linkage learning, inversion operators, and
messy encodings [35,64,65], as well as hybrid feature se-
lection schemes to 1nd better solutions faster. Filter-based
approaches, for example, are much faster in 1nding a subset
of features. One idea is to run a 1lter-based approach 1rst
and then use the results to initialize the GA or even “inject”
some of those solutions to the GA population in certain
generations to improve exploration [66]. For 1tness evalua-
tion, there are many more options. Since the main goal is to
use fewer features while achieving same or better accuracy,
a 1tness function containing the two terms used here seems
to be appropriate. However, more powerful 1tness functions
can be formed by including more terms such as informa-
tion measures (e.g., entropy) or dependence measures (e.g.,
mutual information, minimum description length).
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