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Abstract

The ability for humans to understand and pro-
cess the emotional content of speech is unsurpassed
by simulated intelligent agents. Beyond the linguis-
tic content of speech are the underlying prosodic fea-
tures naturally understood by humans. The goal of
emotional speech processing systems is to extract and
classify human speech for these so called paralinguis-
tic elements. Presented here is a proof-of-concept sys-
tem designed to analyze speech in real-time for cou-
pled interactions with spiking neural models. Based
on proven feature extraction algorithms, the result-
ing system provides two interface options to running
simulations on the NeoCortical Simulator. Some ba-
sic tests using new recordings as well as a subset from
a published emotional database were completed with
promising results.

1 Introduction

Much of human communication is not in what
is said but how it is spoken. These subtle changes
in emotion that exist beyond the linguistic aspects
and the perceptual ability to interpret them is fun-
damental to speech. There have been many stud-
ies aimed at parameterizing and classifying such emo-
tions. While many of these investigations have taken
advantage of advances in neural networks as well as
statistical and probabilistic classification mechanisms,
the authors are unaware of such studies employing bi-
ologically realistic neural networks. These so called
spiking networks strive to model neurons and neu-
ral assemblies with as much biological realism as is
computationally feasible. The combination of biolog-
ical neural networks and high-level speech processing
proposes a unique opportunity to explore some of the
possible neural mechanisms behind emotional expres-
sion. Additionally, these networks may aid in the cre-
ation of more successful emotional classification tools.
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This project is a first step towards the combination of
emotional speech processing (ESP) and computational
neuroscience in a real-time architecture that can be
easily modified and extended.

1.1 Emotional Speech Processing
There has been a wealth of research on the ex-

traction of emotional information from speech. Un-
fortunately, this work has yet to identify a standard
set of features that completely identify a signal. The
most common features found in the literature deal with
pitch. Additionally, the energy, rate, and frequency
components of a signal have been employed with vary-
ing rates of success.

Acoustic Properties

Of the acoustic properties researched by the com-
munity, pitch appears to be one of the more popular. A
product of the tension of the vocal-cords and the corre-
sponding air pressure, pitch changes over time show a
direct relation to some basic emotions (e.g. anger and
happiness) [1]. Ververidis et al. [2], presented a col-
lection of how many acoustic features, including pitch,
correspond to some of the basic emotions. Similarly,
the intensity of a signal can be used to classify emo-
tional content.

Although there is considerable empirical evidence
supporting the classification of a speech signal based
on the acoustic features, there is also wide variation
between these studies. Additionally, it has been ar-
gued that these features really only provide informa-
tion about the arousal state of the speaker, rather than
their true emotional state [1].

1.2 Previous Work
Previous studies on emotional speech recognition

use methods ranging from frequency analysis, segmen-
tal analysis or prosodic features, as well as analysis
of the signal intensity. For comprehensive reviews of
the current literature of these methods see [2] and [3].
From these reviews, it becomes obvious that the con-
cept of extracting emotional information independent



of the linguistic content is not new. Additionally,
there have been several applications identified for these
types of classification systems. Some examples are pre-
sented in the discussion of Section 5 below.

1.3 Neurorobotics and The NeoCortical
Simulator

The NeoCortical Simulator (NCS) is a spik-
ing neural simulator developed at the University of
Nevada, Reno. NCS models large-scale networks of
conductance-based integrate and fire neurons. Devel-
oped with an emphasis on both biological realism and
high-performance, NCS provides researchers a unique
environment for computational neuroscience. For a re-
view of NCS and the other major computational neu-
roscience simulators see [4].

A feature unique to NCS is its network interface.
There are a number of tools developed and in devel-
opment for interacting with a running NCS simula-
tion. These interfaces have been exploited for a num-
ber of unique interactions. One of particular interest
is neurorobotics [5, 6]. Neurorobotics aims at develop-
ing combinations of biologically realistic neural simu-
lations with robotic agents and human participants in
closed-loop configurations.

1.4 Contribution of This Paper

This paper presents an emotional speech process-
ing system offering both real-time performance and a
simple programming interface, as well as a direct in-
terface to a biologically realistic neural simulator. The
remainder of the paper continues with Section 2, de-
scribing the overall system design. Section 3 describes
the initial testing completed over the course of develop-
ment. With Section 4 giving the results of those tests.
Finally, Section 5 concludes with a brief discussion of
its applications as well as future work.

2 ESP System
The overarching goals of this project were to de-

velop a complete emotional speech processing system
that could not only perform in soft real-time but could
be modified and extended by users with limited pro-
gramming skills. The MATLAB environment was cho-
sen mostly for its ease of use. Its interpreted language
processing can often be a disadvantage, however for
this project some basic optimizations facilitated real-
time performance.

The system consisted of three processing sections:
Audio Capture, Signal Processing and Data Commu-
nication. The speech processing system is diagrammed
in Figure 1 and explained further below.

2.1 Data Capture

The audio stream is captured using the Data Ac-
quisition Toolbox for MATLAB, developed by The

Mathworks Inc. Data is captured in 1 second blocks
before being sent to a custom callback function. The
Analysis begins with an extraction of the significant
segments in the speech signal. There are many differ-
ent methods for segmentation, see [7, 8], here, a simple
speech energy calculation is used.

The speech energy of a signal is an average sum
of squares calculation that can represent the overall
energy in a window of speech. The speech energy can
be employed for distinguishing actual speech signals
from background noise. Although not employed in this
system, the speech energy can additionally be used to
help classify the emotional arousal level of the speaker.
It can be calculated by Equation (1).

E(m) =
1

N

N∑
n=0

|x(n)|2 (1)

This calculation is completed on 20ms windows of
data. The results are stored and compared to a user
defined threshold. When that threshold is reached the
system will begin extracting sampled data until the
threshold is crossed again. Finally, the extracted win-
dow of data is sent to the signal processing blocks.
Any left-over data will be retained and attached to
subsequent recordings.

2.2 Signal Processing

The feature extraction begins with a calculation
of the mean and range of the raw intensity values.
The segment is then run through an autocorrelation
algorithm and the fundamental frequencies of 20ms
windows is computed. The window is stepped by 10ms
allowing overlap of pitch calculations.

Autocorrelation Analysis

The autocorrelation calculation has been shown
to faithfully extract the fundamental frequency (pitch)
of speech signals. In general the autocorrelation calcu-
lation is not appropriate for any continuous function.
However, by taking piece-wise windows of the continu-
ous signal, the stationarity assumption can be applied
to the individual window [9]. This assumption allows
the use of sample autocorrelation calculations on con-
tinuous signals and illustrates its appropriateness for
this application.

The autocorrelation of a windowed signal, x(n)
with N samples, can be defined as Equation (2) [9, 10].

R(m) =
1

N

N−1−m∑
n=0

x(n)x(n + m) (2)

Requiring programmatic loops, this can be a compu-
tationally expensive calculation. That cost can be
reduced by considering the calculation as an ordi-
nary convolution. The autocorrelation can then be



Figure 1: Speech Processing System

computed using the periodogram spectrum defined as
Equation (3) [9].

S(ω) =
1

N

∣∣∣∣∣
N−1∑
n=0

x(n)e−jωn

∣∣∣∣∣
2

(3)

This is sometimes referred to as the short-time spec-
trum. As defined by the Wiener-Khinchin theorem the
combination of S(ω) and R(m) are a simple Fourier-
Transform pair. Additionally, R(m) can be redefined
as Equation (4) [10].

R(m) =

∫ π

−π
S(ω)cosωm, dω (4)

Finally, utilizing the FFT and IFFT functions the au-
tocorrelation of the window can be efficiently calcu-
lated using Equation (5) [9, 10].

R(m) =
1

N
IFFT

(
|FFT (x(n))|2

)
(5)

The fundamental frequency, F0, of the resulting
signal will be represented by the lag location with the
greatest amplitude. For emotional speech, the lag is
restricted to a range between 50 and 500Hz; this cor-
responds to the region of pitch perceivable by humans
[2].

Four statistical features are extracted from the
fundamental frequency analysis. This begins with the

mean, range and variance of F0. Finally, the slope
of the pitch is calculated and fundamental frequency
slopes greater than 70Hz are filtered out.

The data capture and signal processing will con-
tinue for a user-definable period after the first segment
is detected. In testing it was found that a 2-3 second
window of processing was sufficient.

At this point the extracted features can be sent
to one of two different communications units described
in detail below.

2.3 Data Communication

There are two options for interacting with an NCS
simulation. The choice depends on the role the speech
system is playing in a particular investigation.

Path 1

The first communication path is a Java based
socket interface from MATLAB to a NCSTools server
[12]. NCSTools is a C++ based software system that
provides a number of mechanisms for communicating
with a running NCS simulation. NCSTools accepts
plain text strings from any number of clients connected
through the built-in socket server. Through a cus-
tom configuration file, users can assign these strings
to input stimulus to, or simulation controls of, a run-
ning NCS instance. Similarly, NCSTools can be con-
figured to process simulation reports in a number of
different ways. The results of which can be sent to



Table 1: Incorrectly classified recordings from the Berlin Database [11].

Code Speaker Info German Phrase English Translation Emotion Prediction

03b10Ab male, 31 years Die wird auf dem Platz sein, wo
wir sie immer hinlegen

It will be in the place where we
always store it

Fear Anger

03a02Wb male, 31 years Das will sie am Mittwoch
abgeben

She will hand it in on Wednes-
day

Anger Fear

15b01Wc male, 25 years Was sind denn das fr Tten, die
da unter dem Tisch stehen

What about the bags standing
there under the table

Anger Fear

connected clients through the server interface. This
allows designers of remote tools to interface with a
neural-simulation in a way that abstracts them from
the details of the model. Thus providing a mechanism
of reuse without modification for different models; only
the NCSTools configuration needs to be changed.

The use of this path was intended for, but cer-
tainly not limited to, coupling with the statistical clas-
sification output of the ESP system. As the data
is categorized the results can be sent to NCSTools.
NCSTools can then activate defined brain regions or
dynamically modify Hebbian learning rules. This
paradigm provides a means for verbally interacting
with a neurorobotic avatar. Additionally, the classi-
fied verbal responses can be used for rewarding correct
behaviors and discouraging those considered incorrect.

Path 2

The second communication option is a direct
socket interface to a running NCS simulation. Similar
to the direct NCSTools option above, this is comprised
of a Java client interface that connects to the C++
server implementation. This option facilitates future
feature classification methods employing biologically
realistic spiking neural models; a combination that has
significant potential for researchers of both computa-
tional neuroscience and speech recognition.

3 Testing

To demonstrate the system’s capabilities a series
of tests were completed. The real-time capture and
processing was verified using MATLAB’s built-in tim-
ing tools. Additionally, MATLAB’s Data Acquisition
Toolbox provided mechanisms for reporting when the
sampled data was not removed before the next sample
was ready. Tests were performed on both the classified
result (Path 1) and direct data connection (Path 2).

3.1 English Recordings

Some initial analysis was completed with non-
trained participants speaking the emotionally ambigu-
ous phrase, “Look what you’ve done,“ while expressing
two basic emotions, Joy and Disappointment. These

recordings were not analyzed by trained reviewers, so
the emotion was categorized by the researcher team
only. These tests, however, did provide an excellent
test facility for development of the system.

3.2 Berlin Emotional Speech Database

Finally, to show how this system can perform on
standardized data, a portion of the Berlin Database
of Emotional Speech was used [11]. Although in Ger-
man, EmoDB provides an excellent reference for test-
ing emotional speech algorithms. In emotional speech
research there is a lack of freely available databases, es-
pecially in English. It was for this reason that EmoDB
was utilized.

There is considerable evidence that the classifica-
tion of the extracted features described above are de-
pendent on the gender of the speaker [2, 13, 14]. This
motivated the use of only male recordings for initial
testing purposes. Similarly, the performance of many
emotional speech recognition systems show a strong
speaker dependence [2, 13]. In this project however,
it was decided multiple speakers would be allowed but
the range of emotions was limited to Anger and Fear.
Generally as more emotions are added to the classi-
fication system the accuracy will decrease [8, 15, 16].
However, Wu et al. [17], accomplished higher recogni-
tion rates of 7 of the Berlin Database emotions (disgust
was excluded) using long-term spectro-temporal fea-
tures. Similar results were accomplished by Vlasenko
et al., [18], using a combination Gaussian Mixture and
Support Vector Machine. The computational cost of
these methods would require further investigation for
inclusion in real-time system similar to that proposed
here. The purpose was not to demonstrate superi-
ority over existing systems but to merely illustrate a
classification scheme that can perform accurately in
real-time.

Five recordings from both the Anger and Fear
sets were randomly selected. The remaining record-
ings were then analyzed using the emotional speech
recognition system. It should be noted here that the
recordings were used directly and not sampled by the
data acquisition toolbox. As the results of the first



tests demonstrated, the system does operate in real-
time. After the speech features were extracted, a clas-
sification and regression tree was constructed in MAT-
LAB based on the results. Having been successfully
employed by other emotional speech processors [19],
classification trees can be simple to construct and al-
low the inclusion of other features not utilized here
(e.g. linguistic aspects of the speech signal).

Each segment, as detected by the system, was
classified and used as training data in the tree con-
struction. The 10 recordings were then analyzed using
the classification tree. Unlike the two to three second
analysis period activated by the normal system, the
entire recording was used. Each segment was classi-
fied, with the result stored locally. When the recording
was complete, the system would select the dominant
emotion in the recording and send the result to the
NCSTools server.

4 Results

The results for the English recordings are in-
cluded here as an illustration of the concepts presented
above. In Figure 2 the black lines represent the raw
data recorded during the training session. The red
lines are the speech energy of the signal as calculated
by Equation (1) and the gray lines frame the automati-
cally calculated segments selected for analysis. The ex-
tracted features are given in Figure 3. The red marks
are from recordings classified as Joy with the blue rep-
resenting Disappointment.

Test results with the Berlin Database were
promising. Of the 10 randomly selected recordings, 3
were classified incorrectly. With the ESP system cor-
rectly identifying 3 out 5 recordings labeled as angry
and 4 out 5 as fear correctly. This is summarized in
the confusion matrix labeled Table 2. Although only
two emotions were trained and classified, this result
still illustrates the potential of the design.

Table 2: Results of Berlin Database [11] Testing.

Actual
Fear Anger

Predicted
Fear 4 2
Anger 1 3

5 Conclusion

A unique real-time emotional speech recognition
system was presented with some promising test results.
As a proof-of-concept, this project’s results are encour-
aging and have provided evidence that future work and
extended applications will be possible.
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Figure 2: Results of male participant speaking the phrase
“Look what you’ve done“ with the acted emotions, joy and
disappointed. Raw data is plotted with black lines. The
Speech Energy is plotted in Red. The selected segments
are framed by the gray Lines.

5.1 Applications

Beyond the applications to computational neuro-
science and neurorobotics discussed previously, several
applications for emotional processing have been iden-
tified by other researchers. These include call center
monitoring [8, 20, 21], Human-Computer Interaction
[16], aircraft pilot monitoring [2], and as a therapist
diagnostics tool [2]. A possible addition could be ap-
plications in law enforcement. The ability to analyze
the emotional state of both officers and civilians could
provide law enforcement agents with a tool useful in
both investigations and stressful situations.

5.2 Future Work

As this project progresses from a proof-of-concept
to a functional research tool, there are several addi-
tions that need to be considered. Some of the more
successful techniques referenced here will be consid-
ered as replacements for the current algorithms. In ad-



 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  1  2  3  4  5  6

Intensity Mean

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  1  2  3  4  5  6

Intensity Range

 0

 50

 100

 150

 200

 250

 300

 0  1  2  3  4  5  6

Pitch Mean

 0

 50

 100

 150

 200

 250

 300

 350

 400

 0  1  2  3  4  5  6

Pitch Range

 0

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 16000

 0  1  2  3  4  5  6

Pitch Variance

 0

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 16000

 0  1  2  3  4  5  6

Mean Pitch Slope

Figure 3: Extracted features of male participant. Val-
ues from recording classified as Joy are marked in red.
The Disappointment values are marked in blue. The x-
axis corresponds to the utterance as outlined in Figure 2.
The intensity values are in volts and pitch values are in Hz.

dition, novel classification and segmentation concepts
must be explored and integrated into the ESP system.

With more comprehensive algorithms the compu-
tational cost will inevitably increase. This will even-
tually lead to a loss of real-time performance and the
need to explore new hardware and software platforms.
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