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Abstract—The wide availability of inexpensive RGB-D cameras
such as Microsoft’s Kinect presents an opportunity to signifi-
cantly improve the sensing capabilities required for human-robot
interaction. In this paper we present an intent recognition system
that demonstrates the potential of RGB-D cameras for systems
that must interpret human activities. We also discuss systems we
are currently developing and touch on techniques we are using
to make such systems scalable to significantly larger data sets.

I. INTRODUCTION

To engage in effective interaction with humans, robots
must have robust sensing capabilities: they must be able to
detect, track, and ultimately understand human objects and
activities. Successful interaction requires not only that these
tasks be performed reliably, but that they be performed quickly
as well. Although roboticists have made significant progress
tackling these challenges using traditional video cameras, the
widespread availability of inexpensive cameras that capture
depth information presents an opportunity to significantly
advance the state of the art for systems that must interpret
human activities. In this paper, we outline our current work
developing systems that use RGB-D cameras to improve
human-robot interaction. We begin by reviewing related work.
We then provide brief descriptions of the systems we have
developed and discuss preliminary results. We conclude by
describing ongoing work to improve and extend these systems
using parallel (message passing and GPU) approaches.

II. RELATED WORK

In traditional camera systems, depth information has to
be inferred through stereo algorithms [6]. Creating dense
depth maps from traditional stereo rigs is challenging and
computationally expensive. More recently, projected texture
stereo has been used to improve the performance of traditional
stereo [2]. Along these lines, Microsoft’s Kinect provides a
low cost system that provides dense 640x480 depth maps at
30hz.

To process the output of these systems, there are essentially
two options: range images and point clouds. Many of the
techniques of classical computer vision are applicable to
range images [6]. In contrast, point clouds require different
techniques [3]. Although significant progress has been made
in point cloud processing, researchers are only beginning to

closely examine how such advances may be applied to human-
robot interaction.

The problem of recognizing intentions in humans requires
that a system move beyond observable stimuli to infer unob-
served goals and desires of an agent [1]. To date, the vast
majority of intent recognition systems rely at least to some
extent on vision [5]. Although this approach makes sense in
light of the importance of vision in human-human interaction,
inferring information about the 3D world from 2D images adds
a layer of complexity to the problem that RGB-D cameras can
easily avoid.

III. INTENT RECOGNITION WITH POINT CLOUDS

In the intent recognition problem, a robot observes one or
more agents interacting with each other and the environment,
and must infer the goals and predict the actions of each agent.
Intent recognition can be approached through multiple sensing
modalities, though in most systems vision plays a significant
role. Previous systems have used video processing techniques
such as appearance modeling and foreground background seg-
mentation to track objects and people [5]. Our approach builds
on these ideas, but uses point cloud processing techniques
(provided by PCL) to handle segmentation and tracking.

Fig. 1. Screenshot showing the use of RGB and point cloud information to
estimate the intentions of a human interacting with household objects over an
extended period of time.



We assume that the observer robot is stationary, and ob-
serves a human interacting with various objects in a household
or office setting over time (see Fig.1). As it operates, the
system takes as input a point cloud from a Kinect and performs
the following steps:

1) Foreground-Background Segmentation. The system
begins by segmenting out uninteresting regions from the
cloud. In our office scene, this includes the floor, walls,
and the table on which the objects of interest lie. This
segmentation is performed using standard tools in the
Point Cloud Library. The output of this stage is a set
of clouds corresponding to the objects of interest in the
scene.

2) Appearance-based Object Recognition. Offline, we
train a Gaussian mixture model for each object we
wish to recognize. At run time we use these models
to perform classification for each segmented cloud. The
output of this stage is a set of object labels and positions
(centroids) computed from the classifier and the cloud
information in step 1. This includes the locations of the
human’s head and hands.

3) Interaction Modeling. Once the position of each object
is known, the system tracks the human’s motion across
consecutive frames to determine if he or she is reaching
for anything. If a reaching action is detected, that
information is sent to the intent recognition system for
further analysis.

4) History-based Intent Recognition. Lastly, when the
low-level classifier detects that a human is reaching for
an object, the intent recognition module attempts to infer
the intention underlying that activity. To perform this
task, the system maintains a history of inferred intentions
for each agent in the scene. Using a simple temporal
logic knowledge base to represent activities, the system
interprets the history to produce an estimate of the higher
level intention of the observed agent.

IV. ONGOING AND FUTURE WORK

In this section, we highlight three extensions that we are
currently developing. The first extends our work on intent
recognition by using more detailed human pose recognition
as an input to the intent recognition system. The second
system registers views from multiple cameras to monitor the
objects and actions in a larger space. Lastly, we are working
on parallel algorithms to support our other projects, both for
message-passing and GPU-based systems.

A. Full-Body Intent Recognition

The intent recognition system described above ignores most
of the geometry of the human’s interaction with the scene. Al-
though the task of labeling the parts of a human is challenging,
recent work using the Kinect achieves good results in real
time [4]. We are currently implementing a system based on
this work, along with a system that uses detailed descriptions
of human pose as an input to an intent recognition system.
We expect that by using more information about a human’s

geometry, robots will be able to produce significantly better
estimates of human behavior and intentions.

B. RGB-D For Ambient Intelligence

In addition to single-camera intent recognition, we are also
developing a system that integrates multiple range images
to perform tracking and behavior recognition across larger
spaces. Currently, the system uses frame differencing in each
of multiple cameras to track a human moving across their
joint field of view. We plan on extending the system to create
a smart environment spanning several offices and labs.

C. Parallel Algorithms

To efficiently process the volume of data required by several
kinects, we are currently developing systems that process
range images and point clouds in parallel. The system com-
bines message passing parallelism to handle coarse-grained
parallel tasks (processing video sequences from multiple
kinects) and GPU algorithms to handle data-parallel tasks.

V. CONCLUSION

In this paper we have shown a number of ways in which
human-robot interaction can benefit from the use of RGB-
D cameras. By exploiting the wealth of information that such
cameras provide, robots can learn to effectively and efficiently
interact with humans.
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