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Abstract. Advanced Scout is a PC-based data mining application used by National Basketball Association (NBA)
coaching staffs to discover interesting patterns in basketball game data. We describe Advanced Scout software
from the perspective of data mining and knowledge discovery. This paper highlights the pre-processing of raw
data that the program performs, describes the data mining aspects of the software and how the interpretation of
patterns supports the process of knowledge discovery. The underlying technique of attribute focusing as the basis
of the algorithm is also described. The process of pattern interpretation is facilitated by allowing the user to relate
patterns to video tape.
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1. Introduction

Advanced Scout (AS) software seeks out and discovers interesting patterns in game data.
With this information, a coach can assess the effectiveness of certain coaching decisions
and formulate game strategies for subsequent games. In the 1995-96 season, AS software
had been distributed to sixteen of the twenty-nine NBA teams. While some of the teams
were at the early stages of evaluating it’s use, others (i.e. New York Knicks, Orlando
Magic, Seattle Supersonics) quickly integrated the software into their game preparation
and analytical processes. The positive feedback received from coaching staffs indicated
that it’s been a valuable tool. Bob Salmi (while at the NY Knicks), likened it to having
another coach on the team. It has also been well received by the NBA because it contributes
to improving the quality of play, which provides additional value to fans of the game
(McMurray, 1995; Sterba, 1996).

2. Data collection

The raw data from NBA games is initially collected using a specialized system designed for
logging basketball data. Data include who took a shot, the type of shot, the outcome, any
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rebounds, etc. Each action is associated with a time code. At the end of each game, the data
are uploaded and stored on an electronic bulletin board. Any team can access and retrieve
the data of any other team from this billboard. A copy of the data must be downloaded into
AS for analysis.

3. Data pre-processing: Cleaning, transformations, and enrichment

After the data have been downloaded, AS performs a series of consistency checks to ensure
that the data are as accurate as possible before any analysis occurs. There are various
aspects to data cleaning (Redman, 1992; McDonald and Celko, 1995). In AS, consistency
checks are designed to detect errors made during the data collection process. A data error
is a missing action or an impossible event. Corrections are made using a rule base, and/or
with the input of a domain expert (typically a coach). For example, if two shots appear to be
taken in quick succession without anyone credited with a rebound, the program will assume
that the person taking the second shot also rebounded the ball. If needed, corrections can
be verified via video tape.

After the consistency checks,the data are transformed and reformatted. This is to facilitate
a coach’s inspection of raw data and to define an appropriate unit of analysis that is consistent
with their perspective. AS reformats the raw data of discrete events into a play-sheet - a
standard form in which an event description and time are listed sequentially. Since coaches
are very familiar with the play-sheets, they can quickly examine the discrete events of a
game. From coaches’ input, we discovered that the appropriate unit of analysis is an entire
possession, composed of the actions and sub-events that precede a shot attempt, rather than
the elementary discrete events. Therefore additional transformations are made to group
events into possessions.

Data enrichment refers to the use of additional information to add value to analysis. Data
is enriched through by inference rules and additional data entry. The role of each player
on the court (e.g. power forward, 1-guard, etc.) is inferred by AS based on information
in a player-role table. These inferences allow useful analyses of player-role relationships.
Often, the plays a team decides to use are related to the players and their roles. Every team
has a set of plays and many of a team’s possessions are based on a specific play. Analyses
of the circumstances surrounding the success or failure of their plays is therefore important.
Because a team’s plays are confidential and unknown to those logging the data, the play call
information is not part of the raw data. The play call information is entered by the coach
of the team, drawing from a separate, and confidential data source.

4. Data mining

Data mining can be viewed as the automated application of algorithms to detect patterns
in data. (Fayyad, Piatetsky-Shapiro, Smyth, 1996). In AS, a coach can initiate a general
data mining query in which the program will automatically search for interesting patterns
for either the home or away team using either field goal shooting percentage to detect
patterns related to shooting performance, or possession analysis to determine optimal lineup
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combinations. Subsequent analyses may include more specific queries in which other
attributes and conditions are specified.

The algorithms that underlie the data mining aspects of AS use a technique called Attribute
Focusing (AF), (Bhandari, 1995). An overall distribution of an attribute is compared with
the distribution of this attribute for various subsets of the data. If a certain subset of data
has a characteristically different distribution for the focus attribute, then that combination
of attributes, (the conditions that define the subset) are marked as interesting. Early appli-
cations of this technique were applied to software process engineering (Bhandari, 1993)
and it has been extended as the data mining technique used in AS.

In the AF algorithm, an “interesting event” can be described more formally as the fol-
lowing:

An “event”, E is a stringEn = x1, x2, x3, . . . , xn; in which xj is a possible value
for some attribute andxk is a value for a different attribute of the underlying data.E
is interesting to the extent thatxj ’s occurrence depends on the otherxi’s occurrence.
The interestingness measure used by AS is the sizeIj(E) of the difference between: (a)
the probability ofE among all such events in the data set and, (b) the probability that
x1, x2, x3, . . . , xj−1, xj+1, . . . , xn andxj occurred independently. A first condition of
Interestingness exists only ifIj(E) > D; whereD = some fixed threshold. When set at
an appropriate level, this removes “false positives”. A second condition of Interestingness
depends on finding an optimal number of attribute values,n, formally described asIj(En) >
Ij(En−1); andIj(En) >= Ij(En+1); whereEn = x1, x2, x3, . . . , xn.

So, AF seeks to eliminate all but the most interesting events by keepingE only if the
number of attribute values,n, is optimal: eliminate one or morexi’s, andIj decreases,
include one or more newxi’s to the string andIj gets no larger. The convergence to
ann removes patterns (anEn−i, or En+i) which are less interesting thanEn, and have
information already contained byEn. Consequently, the user need not have to drill-down or
drill-up from a highlighted pattern because the event descriptions returned by the algorithm
are at their most interesting level.

5. Interpretation and knowledge discovery

The results of data mining are presented to the user in two forms - a textdescription and
a graph (omitted here). Automatically generated text describes the patterns. An example
reports,
When Price was Point-Guard, J.Williams missed 0% (0) of his jump field-goal-attempts
and made 100% (4) of his jump field-goal-attempts. The total number of such field-goal-
attempts was 4. This is a different pattern than the norm which shows that: Cavaliers
players missed 50.70% of their total field-goal-attempts. Cavaliers players scored 49.30%
of their total field-goal-attempts.

The objective of such a presentation is to ensure that the results are easily understood
by a coach. (A point-guard is a basketball term that refers to the player responsible for
bringing the ball up the court and directing the offense). The text presentation also offers a
suggestion as to why the particular pattern is interesting - explicitly pointing out the ways
that this particular pattern deviates from an expected norm - in essence presenting an initial
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argument and easily interpretable justification of Interestingness. A subsequent requirement
of knowledge discovery would be for the domain expert to determine the underlying cause
of this pattern. (What was revealed in this particular case was that when the Knicks put two
players on Price, he successfully found Williams unguarded for a jump shot).

The process of interpreting patterns represents knowledge discovery, and traditionally
requires activity on the part of a domain expert. In AS, pattern interpretation is facilitated
by providing the user with several opportunities for further interactive analysis to gain
additional contextual information. For example, if play calls designed for Patrick Ewing
are less successful when Charlie Ward plays point guard, a coach can issue a query for the
identical circumstances, except with Derek Harper as point guard (this example also shows
how AS can be used as a traditional query and report tool).

Perhaps the best opportunity to interpret a pattern is via video tape of the actual events.
AS presents the video times for every interesting pattern. Coaches can then view just
those segments of video tape. The video tape provides the complete context surrounding an
interesting pattern and coupled with the perceptive abilities of a domain expert, interpretation
and knowledge discovery is greatly facilitated. In the most recent version of AS, an entire
game can be stored on a CD-ROM and the relevant segments can be isolated, accessed and
viewed on a PC itself. Current trends to digital video should make this more cost effective
and more prevalent in the near future.
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