Invariant Fourier-wavelet descriptor for pattern recognition
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Abstract

We present a novel set of descriptors for recognizing complex patterns such as roadsigns, keys, aircrafts, characters, etc. Given a pattern, we first transform it to polar coordinate \((r, \theta)\) using the centre of mass of the pattern as origin. We then apply the Fourier transform along the axis of polar angle \(\theta\) and the wavelet transform along the axis of radius \(r\). The features thus obtained are invariant to translation, rotation, and scaling. As an example, we apply the method to a database of 85 printed Chinese characters. The result shows that the Fourier-wavelet descriptor is an efficient representation which can provide for reliable recognition.

1. Introduction

Feature extraction is a crucial processing step for pattern recognition [1]. Some authors [2–5] extract 1-D features from 2-D patterns. The advantage of this approach is that we can save space for the database and reduce the time for matching through the whole database. The apparent drawback is that the recognition rate may not be very high because less information from the original pattern is retained. In this paper we use 2-D features for pattern recognition in order to achieve higher recognition rate.

Fourier descriptor has been a powerful tool for pattern recognition [6–11]. It has many useful properties, one of which is that shifts in the time domain do not affect the spectrum in the frequency domain, i.e. Fourier transform is translation invariant with respect to the spectrum. However, the frequency information obtained from the Fourier descriptor is global, and, therefore, local variation of the shape can affect all the Fourier coefficients. In addition, the Fourier descriptor does not have a multi-resolution representation. Therefore, we seek to develop descriptors that have better properties.

In the past few years, wavelet basis functions have become popular for localized frequency analysis, because they have short-time resolution for high frequencies and long-time resolution for low frequencies. Although wavelet descriptors have many advantages, they are not translation invariant. A small shift of the original signal will cause totally different wavelet coefficients. This is the reason why wavelet transforms are not widely used in pattern recognition community.

Because both the Fourier and wavelet descriptors have good properties and drawbacks, we are going to combine them in order to compensate each other to obtain a descriptor which is not only invariant under translation,
rotation and scaling, but also has a multiresolution matching ability. It should be mentioned that both Fourier transform and wavelet transform used in this paper are discrete transforms.

The paper is organized as follows. Section 2 derives the algorithm and provides a brief overview of its connection with the ring-projection approach. Section 3 introduces a set of wavelet filters and shows the multiresolution technique of wavelet transform. And finally, as an example, Section 4 gives experimental results for recognizing printed Chinese characters.

2. Fourier-wavelet descriptor for pattern recognition

Given an \( N \times N \) pattern image \( f(x, y) \) which may consist of several disconnected parts such as roads or oriental characters, we are going to derive invariant features from it. The translation invariance can be achieved by translating the origin of the coordinate system to the centre of mass of the pattern, denoted by \((x_0, y_0)\).

The scale invariance can be obtained by transforming the pattern image into polar coordinate system. Let \( d = \max_{(x, y) \neq 0} \sqrt{(x - x_0)^2 + (y - y_0)^2} \) be the longest distance from \((x_0, y_0)\) to a point \((x, y)\) on the pattern. We draw \( N \) concentric circles centered at \((x_0, y_0)\) with radius \( (d \times i)/N, \) \( i = 1, 2, \ldots, N. \) Also, we form \( N \) equally spaced radial vectors \( \theta_i \) departing from \((x_0, y_0)\) with angular step \( 2\pi/N. \) For any small region

\[
S_{ij} = \{(r, \theta)|r_i < r \leq r_{i+1}, \theta_j < \theta \leq \theta_{j+1}\}
\]

we calculate the average value of \( f(x, y) \) over this region, and assign the average value to \( g(r, \theta) \) in the polar coordinate system. The feature \( g(r, \theta) \) obtained in this way is also invariant to scaling, but the rows may be circularly shifted if we use different orientation.

With regard to rotational invariance, we can apply 1-D Fourier transform along the axis of the polar angle \( \theta \) of \( g(r, \theta) \) to obtain its spectrum. Since the spectra of Fourier transform of circularly shifted signals are the same, we obtain a feature which is also rotation invariant. Wavelet coefficients represent pattern features at different resolution levels, and, therefore, we apply wavelet transform along the axis of radius of the resulting \( G(r, \phi) \) so that we can query the pattern feature database from coarse scales to fine scales.

The pattern feature database contains all scales of wavelet coefficients for each pattern in the training data set. For the coarsest scale, the target feature is matched against all possible patterns in the database. Because the number of coefficients in the coarse scale is quite small, the matching process can be carried out quickly even though the number of patterns in the database may be very large. During each scale we have three decisions to make: (1) If only one valid target identification is found, we terminate the matching process and mark the target to be unumbiguously identified; (2) If all patterns have to be rejected, then we stop the querying process and mark the target as an unknown target; (3) If we have more than one valid target identifications, we move on to the next finer scale and follow the same procedure as above. Because at finer scales we only need to consider those patterns marked to be refined by the last step, we can fulfill the querying process quickly even though we have more coefficients at finer scales. The matching process continues in this way until we identify the target or reject it.

The steps of the algorithm called PFW can be summarized as follows:

1. Find the centroid of the pattern \( f(x, y) \) and transform \( f(x, y) \) into polar coordinate system to obtain \( g(r, \theta) \).

2. Conduct 1-D Fourier transform on \( g(r, \theta) \) along the axis of polar angle \( \theta \) and obtain its spectrum:

\[
G(r, \phi) = |FT_\theta(g(r, \theta))|.
\]

3. Apply 1-D wavelet transform on \( G(r, \phi) \) along the axis of radius \( r \):

\[
WF(r, \phi) = WT_r(G(r, \phi)).
\]

4. Use the wavelet coefficients to query the pattern feature database at different resolution levels.

Fig. 1 is the block diagram of the PFW algorithm. Fig. 2 depicts how a printed Chinese character is transformed after each step of the PFW algorithm. Fig. 2a is the character in \((x, y)\) -coordinate system. Fig. 2b is the polarized character \( g(r, \theta) \) in polar coordinate system.

---

**Fig. 1.** Block diagram of the PFW algorithm.
Fig. 2. An illustration of how a printed Chinese character is transformed after each step of the PFW algorithm. (a) The original printed Chinese character in Cartesian coordinates. (b) The polarized character in polar coordinates where each unit in the axis of the polar angle represents $6^\circ$. (c) The Fourier spectrum of the polarized character. (d) The wavelet coefficients based on the Fourier spectrum.

where each unit in the axis of the polar angle represents $6^\circ$, Fig. 2c shows the spectrum density of the Fourier transform $G(r, \phi) = |FT_a(g(r, \theta))|$, and Fig. 2d shows the wavelet coefficients $WF(r, \phi) = WT_a(G(r, \phi))$.

It is noted that the features extracted by the PFW algorithm are a superset of that of the ring-projection approach. Tang et al. [4] introduces the ring-projection of a pattern by

$$P(r) = \int_0^{2\pi} f(r \cos \theta, r \sin \theta) d\theta,$$

where $r$ is the radius of the ring. It is shown that $P(r)$ is equal to the pattern mass distributed along circular rings. From Fourier transform we have

$$G(r, \phi) = \frac{1}{N} \sum_{\theta = 0}^{N-1} g(r, \theta)e^{-\frac{i2\pi \theta \phi}{N}}.$$

When $\phi = 0$, we get the average value along the axis of radius $r$:

$$G(r, 0) = \frac{1}{N} \sum_{\theta = 0}^{N-1} g(r, \theta).$$
i.e.

\[ G(r, 0) = \frac{1}{N} P(r). \]

The PFW algorithm extracts more features from the pattern than the ring-projection approach does. Therefore, we can expect that the PFW algorithm gives higher recognition rate.

3. Wavelet and multiresolution analysis

The wavelet transform [12–14] is well suited for localized frequency analysis, because the wavelet basis functions have short-time resolution for high frequencies and long-time resolution for low frequencies. In addition, wavelet representation provides a coarse-to-fine strategy, called multiresolution matching [15]. The matching starts from the coarsest scale and moves on to the finer scales. The costs for different levels are quite different. Since the coarsest scale has only a small number of coefficients, the cost at this scale is much less than for finer scales. In practice, the majority of patterns can be unambiguously identified during the coarse scale matching, while only few patterns will need information at finer scales to be identified. Therefore, the process of multiresolution matching will be faster compared to the conventional matching techniques.

The basic equation of the multiresolution analysis theory is the dilation (or scaling) equation

\[ \phi(x) = \sqrt{2} \sum_k h_k \phi(2x - k), \]

which defines the cascade of the multiresolution approximation space using the wavelet family with the scaling function \( \phi \). It has been shown that except for the Haar wavelet, all other wavelets with desirable properties can only be expressed by implicit equations. Nevertheless, once the coefficients \( h_k \)'s are known, all other properties of this family are completely determined.

Associated with the scaling function \( \phi \), we can define the wavelet function \( \psi \) by

\[ \psi(x) = \sqrt{2} \sum_k g_k \phi(2x - k), \]

where \( g_k = (-1)^k h_{1-1} \).

In order to compare the performance of different wavelet families, we use the following wavelet filters (see Fig. 3). These wavelet filters are reproduced from Wavelab developed by D.L. Donoho.

The Haar filter is discontinuous, and can be considered a Daubechies-2. Its scaling filter is

\[ h = (1/\sqrt{2}, 1/\sqrt{2}). \]

The Daubechies-4 filter has its advantage on its most compact support of 4 and its orthonormality. The size

![Fig. 3. The wavelet families used in our experiment.](image-url)
4 is indeed shortest even span in which the second derivatives are computable. Its scaling filter is
\[ h = (0.482962913145, 0.836516307378, 0.22413868042, -0.129409522551). \]

The Coiflet filters are designed to give both the mother and father wavelets 2, 4, 6, 8, or 10 vanishing moment (see Daubechies for the definition of vanishing moments and their usefulness). Here we only test the 2 vanishing moment case. Its scaling filter is
\[ h = (0.03858077748, -0.126969125396, -0.07716155496, 0.607491641386, 0.745687558934, 0.226584265197). \]

The Symmlet-8 is the least asymmetric compactly supported wavelets with 8 vanishing moments. Its scaling filter is
\[ h = (-0.107148901418, -0.041910965125, 0.703739068656, 1.136658243408, 0.421234534204, -0.140317624179, -0.017824701442, 0.045570345896). \]

4. Experimental results

In order to test the efficiency of the PFW algorithm, we use a set of 85 printed Chinese characters in our experiment. In Zhang et al. [11], Fourier descriptors together with a new associative memory classifier for recognition were developed and tested on the same set of Chinese characters. The original Chinese character is represented by 64 × 64 pixels, and so is the polarized character. Since the spectrum of 1-D Fourier transform is symmetric, we only keep half of the Fourier coefficients. Therefore, the size of \( G(r, \phi) \) is 64 × 32 and so is the size of the wavelet coefficients \( WF(r, \phi) \).

Because translation will not change the relative position of the centre of mass of the character, our major concern is the system’s performance on rotation and scaling. For each character, we tested six rotation angles and six scaling factors. The six rotation angles are 30°, 60°, 90°, 120°, 180°, and 270°, and the six different scaling factors are 0.5, 0.6, 0.7, 0.8, 0.9, and 1.2. We get 100% recognition rate for all the rotation angles. The recognition results for different scaling factors are given in Table 1, while the recognition results for a combination of rotation and scaling are shown in Table 2. These results demonstrate the effectiveness of this feature extraction algorithm against geometric distortion.

<table>
<thead>
<tr>
<th>Percentage (%)</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition rate</td>
<td>98.82</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Error rate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rejection rate</td>
<td>1.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>30°</th>
<th>60°</th>
<th>90°</th>
<th>120°</th>
<th>180°</th>
<th>270°</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>97.65</td>
<td>96.47</td>
<td>92.94</td>
<td>90.59</td>
<td>92.94</td>
<td>95.29</td>
</tr>
<tr>
<td>0.8</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>1.2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

The above experimental results are obtained from the Haar wavelet. We also test the Daubechies-4, Coiflet-3, and Symmlet-8 wavelets. The experimental results are nearly identical for all wavelet families considered. That is, we obtain a 100% correct classification for most test cases. Because the wavelet coefficients of a signal have multiresolution representation of the original signal, we use a coarse-to-fine matching strategy. The coarse scale wavelet coefficients normally represent the global shape of the signal, while the fine scale coefficients represent the details of the signal. Due to noise introduced in the original image and the errors accumulated in the process of polarization, the detail coefficients are becoming less important than the coarse scale coefficients. However, for characters with similar shapes the coefficients at the finer scales must be used for efficient discrimination among these shapes.

5. Conclusion

The PFW algorithm proposed by this paper is a computational reliable tool for pattern recognition. The algorithm is invariant to translation, rotation, and scaling. We achieve very high recognition rate for all different rotation angles and scaling factors by using different wavelets. We employ a multiresolution matching technique in our algorithm so that the matching process can be accomplished cheaply. One should note that although our experiments are done on a set of printed Chinese characters, our method is equally applicable to other...
pattern recognition problems such as airplanes, key sets, or roadsigs. Future work can also be done for recognizing more deformed and noisy patterns by incorporating neural network into the PFW algorithm.
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