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Theory   

Experiment 1 (section)  
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Experiment 3 (section) 

Experiment 4 (section) 

 

Results and Discussion  

 

Experiment 1 (section) 

 

Part 1.a (subsection) Design a Bayes classifier for minimum error to classify the samples 

from set A. Which discriminant (i.e., case I, II, or III) would be optimum in this case and 

why? How would you set the prior probabilities P(ω1) and P(ω2)? 

 

Part 1.b (subsection) Plot both the Bayes decision boundary and the samples from data 

set A on the same plot to better visualize how the Bayes rule would classify the data in 

this case. 



 

Part 1.c (subsection) Next, classify all 200,000 samples and report (i) the 

misclassification rate for each class separately (i.e., the percentage of misclassified 

samples for each class) and (ii) the total misclassification rate (i.e., the percentage of 

misclassified samples overall).  

 

Part 1.d (subsection) Calculate the theoretical probability error (e.g., Bhattacharyya 

bound) and compare it with the misclassification rate from part (c). What do you 

observe? 

 

 Experiment 2 (section) 

 

Part 2.a (subsection) Design a Bayes classifier for minimum error to classify the samples 

from set B. Which discriminant (i.e., case I, II, or III) would be optimum in this case and 

why? How would you set the prior probabilities P(ω1) and P(ω2)? 

 

Part 2.b (subsection) Plot both the Bayes decision boundary and the samples from 

data set B on the same plot to better visualize how the Bayes rule would classify the 

data in this case. 

 

Part 2.c (subsection) Next, classify all 200,000 samples and report (i) the 

misclassification rate for each class separately (i.e., the percentage of misclassified 

samples for each class) and (ii) the total misclassification rate (i.e., the percentage of 

misclassified samples overall).  

 

Part 2.d (subsection) Calculate the theoretical probability error (e.g., Bhattacharyya 

bound) and compare it with the misclassification rate from part (c). What do you 

observe? 

 

Part 2.e (subsection) How do your results from this experiment compare with your 

results from experiment 1 and why? 

 



Experiment 3 (section)  

 

Part 3.a (subsection) Classify the samples from data set A using the Euclidean distance 

classifier and compare your results (i.e., misclassification rates) with those obtained 

from experiment 1. Explain your findings. 

 

Experiment 4 (section)  

 

Part 4.a (subsection) Repeat experiment 3 using the samples from data set B.  Compare 

and discuss your results with those obtained from experiments 2 and 3. Explain your 

findings. 

 


