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A B S T R A C T  

In this paper we present a face detection algo- 
rithm for color images with complex background. 
We include color information into a face detec- 
tion approach based on principal components anal- 
ysis (PCA). A skin color probability image is gen- 
erated by doing a color analysis and the PCA is 
performed on this new image instead of the lumi- 
nance image. Experiments show that color informa- 
tion improves the robustness of the detection signif- 
icantly. 

I N T R O D U C T I O N  

In the recent past there is a growing interest in 
image content analysis, given a large number of 
applications like image retrieval in databases, face 
recognition or content-based image coding. The 
automatic detection of human faces in images with 
complex background is an important preliminary 
task for these applications (see for example Chellapa 
et al [l]). 
A problem closely related to face detection is face 
recognition. One of the basic approaches in face 
recognition is the eigenspace decomposition (e.g. Turk 
and Pentland [SI). The image under considera- 
tion is projected into a low dimensional feature space 
that is spanned by the eigenvectors of a set of test 
faces. For the recognition task, the resulting co- 
efficients (principal components) are compared to 
those of images in the database. Principal compo- 
nents analysis (PCA) can also be used for the local- 
ization of a face region. An image pattern is clas- 
sified as a face if its distance to the face space is 
smaller than a certain threshold. However, our ex- 
periments show that the background leads t o  a sig- 
nificant number of false classifications if the face re- 
gion is relatively small. 
For the detection of facial regions in color images, 
several techniques have been proposed so far, using 
texture, shape and color information, e.g. Sobottka 
and Pitas [6], Saber and Tekalp [5], Wang and 
Chang [9]. Due to the fact that color is the 
most discriminating feature of a facial region, the 
first step of many face detection algorithms is a 
pixel-based color segmentation to detect skin-colored 
regions. The performance of such a hierarchical 
system is highly dependent on the results of this 

initial segmentation. The subsequent classification 
based on shape may fail if only parts of the face 
are detected or the face region is merged with skin- 
colored background. 
In this paper we incorporate color information 
into a face detection scheme based on principal 
components analysis. Instead of performing a 
pixel-based color segmentation, we create a new 
image which indicates the probability of each image 
pixel belonging to a skin region (skin probability 
image). Using the fact that the original luminance 
image and the probability image have similar grey- 
level distributions in facial regions, we employ a 
principal components analysis to detect facial regions 
in the probability image. The utilization of color 
information in a PCA framework results in a robust 
face detection even in the presence of complex and 
skin colored background. Our detection algorithm 
finds frontal views of human faces in color images 
over a range of scales. 

C O L O R  ANALYSIS 

The color of human skin is distinctive from the 
color of many other natural objects, hence color is 
a very important feature that can be used for face 
detection. Analyzing the skin-tone color statistics, 
one observes that skin colors are distributed over a 
small area in the chrominance plane and the major 
difference between skin tones is intensity. Thus, the 
image is first converted into a color space which 
provides a separation into a luminance channel and 
two chrominance components like the YCbCr color 
space. 
Let wi3 denote the vector which is formed by 
the chrominance components of the pixel at site 
(i, j). The conditional probability function of tuij 
belonging to the skin class S is modeled by a two- 
dimensional Gaussian 

The mean ps and the covariance matrix Es of the 
distribution are estimated from a training set. The 
gaussian approach can be verified by a nonparamet- 
ric density estimation (parzen estimate). 
Usually, the conditional pdf is used for a classifica- 
tion of the image pixels. In [5] a threshold is se- 
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Figure 1: Luminace image (salesman#l) 

lected to decide whether a pixel belongs to the skin 
class or not. In [6] and 191 a pixel is classified as a 
skin-tone pixel if its chromaticity falls within a prede- 
fined region of the color space. The subsequent anal- 
ysis of the face candidates is region-based and may 
fail if a face is not correctly extracted into one sin- 
gle region. 
Instead of doing a binary segmentation, we preserve 
the continuous information given by p(w,, IS). We 
create a so called skin probability image 6 which in- 
dicates the probability of each image pixel belong- 
ing to  the skin class S: 

Fig. 1 and 2 shows the luminance component of the 
image salesman#l and the skin probability image 6, 
respectively. 
The test image has complex background with objects 
colored similar t o  human skin. The example shows 
that it is difficult to find a threshold such that the 
whole face is represented by a single region which is 
not connected with background objects. 
An important observation is that  the probability 
image resembles the original luminance image in 
facial regions. For example, parts of the face which 
do not have skin color like the eyes appear as dark 
holes in both luminance image and skin probability 
image. On the other hand, image regions with 
different color (background) are suppressed in the 
skin probability image. Generally speaking, the grey- 
level distribution of a face region is very similar in 
the original luminance image and the skin probability 
image. Since the important global features of 
a face (e.g. shape, eyes, month) are preserved, 
we suggest to apply a face detection algorithm 
based on principal components analysis t o  the skin 
probability image instead of the luminance image. 
The major benefit of using the skin probability image 
is that  a facial region is enhanced compared to the 

Figure 2: Skin tone probability image 

background. Furthermore, the influence of different 
lighting conditions is drastically reduced since the 
skin probability depends not on the luminance. 
A similar approach has been presented by Dai and 
Nakano [2], where a face texture model originally 
developed for grey-level images is applied to the I- 
component of an image in the YIQ color space. 

PRINCIPAL COMPONENT ANALYSIS 

Most face detection schemes can be divided into two 
different strategies. The first method is based on the 
detection of facial features (e.g. Yow and Cippola 
[lo]), whereas the second approach tries to detect a 
face pattern as a whole unit (e.g. Sung and Poggio 
[7], Moghaddam and Pentland 141). Following the 
second approach, each image pattern of dimension 
I by J can be considered as a vector x in a 
N = I J  dimensional space. Obviously, images of 
faces will not he randomly distributed in this high 
dimensional image space. A suitable mean to  reduce 
the dimensionality of the data  set is the principal 
components analysis (PCA). 
The central idea of principal components analysis 
is to find a low dimensional subspace (the feature 
space) which captures most of the variation within 
the data set and therefore allows the best least- 
square approximation (Jolliffe [3]). When used 
for face detection and recognition, this principal 
subspace is often called the “face space” which is 
spanned by the “eigenfaces” [a]. 
Given a set of training vectors {x} (face samples) 
with sample covariance matrix E, the KLT basis can 
be computed by solving the eigenvalue problem 

where P is the eigenvector matrix of E and A the 
diagonal matrix of the eigenvalues. 
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The orthogonal projection matrix PM into the M -  
dimensional principal subspace ( M  << N )  is given 
by the M eigenvectors corresponding to the largest 
eigenvalues. These eigenvectors (“eigenfaces”) form 
the columns of the projection matrix PM. 
The principal components vector y is obtained by 
projecting the image I into the face space: 

(4) 
T y = PM(I - x), 

where x denotes the mean face image. 
The classification of the image pattern containing N 
pixels as “face” or “non-face” is only based on its M 
principal components y,. 
The approximation of a face using M “eigenfaces” is 
given by 2 = PM y + 5. The residual reconstruction 
error t2 

€2 = ll(x - 2)llZ 
= I / (% - 2) - P M  

M 

= /Iz - 2 / 1 2  - c y :  ( 5 )  
t = l  

indicates how well the test pattern can be approxi- 
mated in the face space. Thus, the “distance from 
face space” (DFFS) defined by equation (5) can 
be used to determine if the image pattern repre- 
sents a face [8]. 
The distance between the projected image and the 
mean face image in the feature space is given by the 
norm of the principal component vector. Since the 
variance of a principal component y” is given by the 
associated eigenvalue A,, the squared Mahalanobis 
distance dZ provides a suitable measure of the 
difference between the projection of the test image 
and the mean face: 

For the detection task, it is customary to use only the 
DFFS for the decision criterion [8]. As shown in the 
next section, the incorporation of the “distance in 
face space” (DIFS) defined by equation (6) improves 
the robustness of the detection significantly if the 
detection is performed on the skin probability image. 

FACE DETECTION USING PCA 

In our experiments we use a IO-dimensional prin- 
cipal subspace ( M  = 10). The projection ma- 
trix PM is calculated by an eigenspace decomposi- 
tion using a set of luminance face test images. To lo- 
calize a facial region in a new image, the error cri- 
terion must be computed for each pixel position, re- 
sulting in a distance map. For the moment, we use 
a simple detector which is based only on the “dis- 
tance from face space” (DFFS). The global mini- 
mum of the distance map is then selected as the best 

match. When using M eigenvectors, the computa- 
tion of the DFFS requires M + 1 correlations (with 
the M “eigenfaces” and the mean image) and an ad- 
ditional energy calculation. The correlations can be 
efficiently computed using the FFT.  
First we analyze the PCA-based face detection on 
grey level images and point out the problems caused 
by the image background. 

Figure 3: Distance map for the luminance compo- 
nent using DFFS (salesman#l) 

Fig. 3 shows the DFFS map for the luminance image 
salesman#l. The global minimum is marked by 
the white circle. Though there is a local minimum 
at the true face position, the best match is in the 
background region leading to a false detection. The 
DFFS is high for non-facial image regions with a 
high changing in the intensity (e.g. the area that 
includes parts of the light-colored shirt and the 
dark background). On the other hand, the DFFS 
becomes relative small in non-facial regions with 
little variance in the intensity like parts of the 
background at the right side of the test image. This 
is due to the fact that  an image pattern that can be 
modeled by noise can be better represented by the 
eigenfaces than a non-facial image pattern containing 
a strong edge. Therefore, detection based on the 
DFFS becomes difficult even in images with a simple 
background if the face region does not cover the main 
part of the test image. 
We now apply a principal component analysis t o  the 
skin probability image defined by equation (2) using 
the same projection matrix. The DFFS map for the 
skin probability image shown in fig. 2 is displayed 
in fig. 4a. The true face region is characterized by 
a local minimum. Similar to the luminance case, 
the error criterion is also low in background regions 
with little variance. These regions represent non- 
skin-colored background, so the probability image is 
near zero in these areas. 
Fig. 4b shows the “distance zn face space” for each 
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a) DFFS a) Combined error criterion 

h) DIFS h) Detcctcd facc region 

Figure 5 :  Face detection using DFFS and DIFS Figure 4: Distance maps for the skin probability 
image (salesman#l) 

spatial position which is defined by the weighted 
LS-norm of the principal component vector. The 
projection of an image region with values near 
zero into the face space results in large principal 
components. Thus, the DIFS can be employed 
to eliminate the influence of the non-skin-colored 
backgroun,3. Since no additional correlation is 
necessary for the calculation of the DIFS, the 
computational load increases only slightly. We define 
a new error criterion which is a weighted sum of the 
DFFS and the DIFS: 

experiments. 
In [41 the eigenspace decomposition is used to esti- 
mate the complete probability density for a certain 
object class (e.g. the face class). Assuming a normal 
distribution, the estimate for the Mahalanobis dis- 
tance is also a weighted sum of the DFFS and the 
DIFS similar to equation (7). A main difference is 
that our scaling factor c is much smaller than the 
one used in [4] because the DIFS provides more in- 
formation when using the skin probability image in- 
stead of the luminance image. The distance map us- 
ing the combined error criterion is shown in fie. 5a. - 

(7) 

since the principal components are by the 
corresponding eigenvalues for the calculation of the 
DIFS, a similar scaling is necessary for the DFFS. 
Thus, we set the scaling factor to c = 1 where 
AM denotes the smallest calculated eigenvalue and 
k is a small constant ( k  = 1...5) determined by 

The global minimum (marked by the white circle) lies 
in the true face region and the face is detected cor- 
rectly. Fig. 5b shows the detected face region super- 
imposed on the luminance component. 
To detect faces a t  multiple scales, the detection 
algorithm is performed on several scaled versions of 
the skin probability image and the global minimum 
of the resulting multi-scale distance maps is selected 

e = d2 + c c2  

k An? 
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Figure 6: Multiple scale face detection 

as the face position. Detection results for several 
images of MPEG test sequences are shown in fig. 6. 
The global minimum detection based on the assump- 
tion that the image contains exactly one face. To de- 
tect several faces and reject non-facial images, a 
threshold can be introduced which allows a trade- 
off between false detection and false rejection. If 
the error criterion at a certain spatial position is 
less than this predefined threshold, the suhimage lo- 
cated at this position is classified as a face. To pre- 
vent overlapping regions, only the global minimum 
is selected in the first step. For the search of the sec- 
ond (local) minimum, all spatial positions which lead 
to overlapping regions are discarded. This proce- 
dure is repeated until no position with error less than 
the threshold can be found which is not already cov- 
ered by another detected region. The result of a mul- 
tiple face detection is given in fig. 7. 

Figure 7: Detection of more than one face 

C 0 N C L U S IO N 

The presented face detection algorithm combines 
a skin color analysis with an eigenspace approach. 
The incorporation of color information reduces the 
influence of the image background and improves the 
detection performance especially in images where the 
size of the facial area is relatively small. Our current 
work is focused on the adjustment of the error 
criterion and the automatic adaption of the global 
detection threshold. Furthermore, the algorithm will 
be extended to face tracking in image sequences. 
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