A common task in signal processing is the estimation of the parameters of a probability distribution function. Perhaps the most frequently encountered estimation problem is the estimation of the mean of a signal in noise. In many parameter estimation problems the situation is more complicated because direct access to the data necessary to estimate the parameters is impossible, or some of the data are missing. Such difficulties arise when an outcome is a result of an accumulation of simpler outcomes, or when outcomes are clumped together, for example, in a binning or histogram operation. There may also be data dropouts or clustering in such a way that the number of underlying data points is unknown (censoring and/or truncation). The EM (expectation-maximization) algorithm is ideally suited to problems of this sort, in that it produces maximum-likelihood (ML) estimates of parameters when there is a many-to-one mapping from an underlying distribution to the distribution governing the observation. In this article, the EM algorithm is presented at a level suitable for signal processing practitioners who have had some exposure to estimation theory. (A brief summary of ML estimation is provided in Box 1 for review.)

The EM algorithm consists of two major steps: an expectation step, followed by a maximization step. The expectation is with respect to the unknown underlying variables, using the current estimate of the parameters and conditioned upon the observations. The maximization step then provides a new esti-
mate of the parameters. These two steps are iterated until convergence. The concept is illustrated in Fig. 1.

The EM algorithm was discovered and employed independently by several different researchers until Dempster [1] brought their ideas together, proved convergence, and coined the term “EM algorithm.” Since that seminal work, hundreds of papers employing the EM algorithm in many areas have been published. A large list of references is found at [2]. A typical application area of the EM algorithm is in genetics, where the observed data (the phenotype) is a function of the underlying, unobserved gene pattern (the genotype), e.g. [3]. Another area is estimating parameters of mixture distributions, e.g. [4]. The EM algorithm has also been widely used in econometric, clinical, and sociological studies that have unknown factors affecting the outcomes [5]. Some applications to the theory of statistical methods are found in [6].

In the area of signal processing applications, the largest area of interest in the EM algorithm is in maximum likelihood tomographic image reconstruction, e.g. [7, 8]. Another commonly cited application is training of hidden Markov models, especially for speech recognition, e.g. [9]. The books [10, 11] have chapters with extensive development on hidden Markov models (HMMs).

Other signal processing and engineering applications began appearing in about 1985. These include: parameter estimation [12, 13]; ARMA modeling [14, 15]; image modeling, reconstruction, and processing [16, 17]; simultaneous detection and estimation [18, 19, 20]; pattern recognition and neural network training [21, 22, 23]; direction finding [24]; noise suppression [25]; spectroscopy [27]; signal and sequence detection [28]; time-delay estimation [29]; and specialized developments of the EM algorithm itself [30]. The EM algorithm has been the subject for multiprocessors algorithm development [31]. The EM algorithm is also related to algorithms used in information theory to compute channel capacity and rate distortion functions [32, 33], since the expectation step in the EM algorithm produces a result similar to entropy. The EM algorithm is philosophically similar to ML detection in the presence of unknown phase (incoherent detection) or other unknown parameters: the likelihood function is averaged with respect to the unknown quantity (i.e., the expected value of the likelihood function is computed) before detection, which is a maximization step (see, e.g., [34, Chap. 5]).

**Ector’s Problem: An Introductory Example**

The image-processing example introduced by Ector and Hatter (see the “Tale of Two Distributions” sidebar), although somewhat contrived, illustrates most of the principles of the EM algorithm as well as the notational conventions of this article. In many aspects it is similar to a problem that is of practical interest—the emission tomography (ET) problem discussed later in this article.

Suppose that in an image pattern-recognition problem, there are two general classes to be distinguished: a class of dark objects and a class of light objects. The class of dark objects may be further subdivided into two shapes: round and square. Using a pattern recognizer, it is desired to determine the probability of a dark object. For the sake of the example, assume that the objects are known to be binomially distributed. Let the random variable $X_i$ represent the number of round dark objects, $X_j$ represent the number of square dark objects, and $X_k$ represent the number of light objects, and let \( \{x_1, x_2, x_3\} = \mathbf{x} \) be the vector of values the random variables take for some image. (In this article the convention is that vectors are printed in bold font, and scalars are printed in math italic. All vectors by convention are taken as column vectors. Uppercase letters are random variables.) Assume further that enough is known about the probabilities of the different classes so that the probability may be written as

\[
P(X_i = x_i, X_j = x_j, X_k = x_k | p) = \frac{n!}{x_1!x_2!x_3!} \left( \frac{1}{4} \right)^{x_1} \left( \frac{1}{2} \right)^{x_2} \left( \frac{1}{4} \right)^{x_3}
\]

\[
= f(x_1, x_2, x_3 | p)
\]

where \( p \) is an unknown parameter of the distribution and \( n = x_1 + x_2 + x_3 \). The notation \( f(x_1, x_2, x_3 | p) \) is typical throughout the article; it is used to indicate the probability function which
may be either a probability density function (pdf) or a probability mass function (pmf).

A feature extractor is employed that can distinguish which objects are light and which are dark, but cannot distinguish shape. Let \( (y_1, y_2) = y \) be the number of dark objects and number of light objects detected, respectively, so that \( y_1 = x_1 + x_2 \) and \( y_2 = x_1 \), and let the corresponding random variables be \( Y_1 \) and \( Y_2 \).

There is a many-to-one mapping between \( \{x_1, x_2\} \) and \( y \). For example, if \( y_1 = 3 \), there is no way to tell from the measurements whether \( x_1 = 1 \) and \( x_2 = 2 \) or \( x_1 = 2 \) and \( x_2 = 1 \). The EM algorithm is specifically designed for problems with such many-to-one mappings. Then see Box 2.

\[
P(Y_1 = y_1 | p) = \left( \left( \frac{1}{2} + \frac{p}{4} \right)^{y_1} \left( \frac{1}{2} - \frac{p}{4} \right)^{y_2} \right) = g(y_1 | p)
\]

(The symbol \( g \) is used to indicate the probability function for the observed data.) From the observation of \( y_1 \) and \( y_2 \), compute the ML estimate of \( p \).

\[
P_{\text{ML}} = \arg \max_p g(Y_1 = y_1 | p), \tag{3}
\]

where “argmax” means “the value that maximizes the function.” In this example, it would be a simple matter to determine an ML estimate of \( p \). In more interesting problems, however, such straightforward estimation is not possible. In the interest of introducing the EM algorithm, we will not take the direct approach to the ML estimate. Taking the logarithm of the likelihood often simplifies the maximization and yields equivalent results since \( \log \) is an increasing function, so Eq. (3) may be written as

\[
P_{\text{ML}} = \arg \max_p \log \left( \left( \frac{1}{2} + \frac{p}{4} \right)^{y_1} \left( \frac{1}{2} - \frac{p}{4} \right)^{y_2} \right) = \arg \max_p \left( n \frac{1}{2} + \frac{p}{4} \right)^{y_1} \left( \frac{1}{2} - \frac{p}{4} \right)^{y_2}. \tag{4}
\]

The idea behind the EM algorithm is that, even though we do not know \( x_1 \) and \( x_2 \), knowledge of the underlying distribution \( f(x_1, x_2, y | p) \) can be used to determine an estimate for \( p \). This is done by first estimating the underlying data, then using these data to update our estimate of the parameter. This is repeated until convergence. Let \( p^{(k)} \) indicate the estimate of \( p \) after the \( k \)th iteration, \( k = 1, 2, \ldots \). An initial parameter value \( p^{(0)} \) is assumed. The algorithm consists of two major steps:

**Expectation Step (E-step).** Compute the expected value of the \( x \) data using the current estimate of the parameter and the observed data.

The expected value of \( x_1 \), given the measurement \( y_1 \) and based upon the current estimate of the parameter, may be computed as

\[
x_1^{(k+1)} = E[x_1 | y_1, p^{(k)}].
\]

Using the results of Box 2,

\[
x_1^{(k+1)} = y_1 \frac{n + \frac{1}{4} \frac{p^{(k)}}{2}}{1 + \frac{1}{4} \frac{p^{(k)}}{2}}.
\]

Similarly,

\[
x_2^{(k+1)} = E[x_2 | y_1, p^{(k)}] = y_2 \frac{n + \frac{1}{4} \frac{p^{(k)}}{2}}{1 + \frac{1}{4} \frac{p^{(k)}}{2}}.
\]

In the current example, \( x_1 \) is known and does not need to be computed.
Maximization Step (M-step). Use the data from the expectation step as if it were actually measured data to determine an ML estimate of the parameter. This estimated data is sometimes called “imputed” data.

In this example, with \( x_1^{[k+1]} \) and \( x_2^{[k+1]} \) imputed and \( x_3 \) available, the ML estimate of the parameter is obtained by taking the derivative of \( \log f(x_1^{[k+1]}, x_2^{[k+1]}, x_3 | p) \) with respect to \( p \), equating it to zero, and solving for \( p \),

\[
0 = \frac{d}{dp} \log f(x_1^{[k+1]}, x_2^{[k+1]}, x_3 | p)
\]

\[
\Rightarrow p^{[k+1]} = \frac{x_1^{[k+1]} + x_3}{x_2^{[k+1]} + x_3}
\]

The estimate \( x_1^{[k+1]} \) is not used in Eq. (7) and so, for this example, need not be computed. The EM algorithm consists of iterating Eqs. (6) and (7) until convergence. Intermediate computation and storage may be eliminated by substituting Eq. (6) into Eq. (7) to obtain a one-step update:

\[
p^{[k+1]} = \frac{p^{[k]}(4y_1 - 2x_1) + 2y_1 - 2x_3}{p^{[k]}(2y_1 + 2x_3) + y_1 + 2x_3}
\]

As a numerical example, suppose that the true parameter is \( p = 0.5 \), \( n = 100 \) samples are drawn, with \( y_1 = 10 \). (The true values of \( x_1 \) and \( x_2 \) are 25 and 38, respectively, but the algorithm does not know this.) Table 1 illustrates the result of the algorithm starting from \( p^{[0]} = 0 \). The final estimate \( p^* = 0.52 \) is in fact the ML estimate of \( p \) that would have been obtained by maximizing Eq. (1) with respect to \( p \), had the \( x \) data been available.

### General Statement of the EM Algorithm

Let \( Y \) denote the sample space of the observations, and let \( y \in \mathbb{R}^n \) denote an observation from \( Y \). Let \( \chi \) denote the underlying space and let \( x \in \mathbb{R}^n \) be an outcome from \( \chi \), with \( m < n \). The data \( x \) is referred to as the complete data. The complete data \( x \) is not observed directly, but only by means of \( y \), where \( y = \gamma(x) \), and \( \gamma(x) \) is a many-to-one mapping. An observation \( y \) determines a subset of \( \chi \), which is denoted as \( \gamma(y) \). Figure 2 illustrates the mapping.

The probability density function (pdf) of the complete data is \( f(x|\theta) = f(x|\theta) \), where \( \theta \in \Theta \subset \mathbb{R}^l \) is the set of parameters of the density. (We will refer to the density of the random variables for convenience, even for discrete random variables for which probability mass function (pmf) would be appropriate. Subscripts indicating the random variable are suppressed, with the argument to the density indicating the random variable.) The pdf \( f \) is assumed to be a continuous function of \( \theta \) and appropriately differentiable. The ML estimate of \( \theta \) is assumed to lie within the region \( \Theta \). The pdf of the incomplete data is

\[
g(y|\theta) = \int_{\gamma(y)} f(x|\theta)dx
\]

Let

\[
l(\theta) = g(y|\theta)
\]

denote the likelihood function and let

\[
l(\theta) = \log g(y|\theta)
\]

denote the log-likelihood function.

The basic idea behind the EM algorithm is that we would like to find \( \theta \) to maximize \( \log f(x|\theta) \), but we do not have the data \( x \) to compute the log-likelihood. So instead, we maximize the expectation of \( \log f(x|\theta) \) given the data \( y \) and our current estimate of \( \theta \). This can be expressed in two steps. Let \( \theta^{[k]} \) be our estimate of the parameters at the \( k \)th iteration.

For the E-step compute:

\[
Q(\theta|\theta^{[k]}) = E[\log f(x|\theta)|y, \theta^{[k]}].
\]

It is important to distinguish between the first and second arguments of the \( Q \) functions. The second argument is a

| Table 1. Results of the EM algorithm for an example using trinomial data |
|-----------------|-----------------|-----------------|
| \( k \) | \( x_1^{[k]} \) | \( x_2^{[k]} \) | \( p^{[k]} \) |
| 1   | 31.500000 | 11.500000 | 0.370562 |
| 2   | 26.475400 | 16.523840 | 0.490000 |
| 3   | 22.298357 | 17.701843 | 0.510903 |
| 4   | 20.986740 | 17.941209 | 0.511849 |
| 5   | 23.014514 | 17.988496 | 0.519773 |
| 6   | 23.002595 | 17.997245 | 0.519956 |
| 7   | 25.000461 | 17.999589 | 0.519991 |
| 8   | 25.000066 | 17.999914 | 0.519998 |
| 9   | 25.000017 | 17.999993 | 0.520000 |
| 10  | 25.000003 | 17.999997 | 0.520000 |

3. Representation of ET. There are \( B \) boxes in the body and \( D \) detectors surrounding the body.
Box 1: Maximum-likelihood estimation

Maximum-likelihood (ML) estimation is a means of estimating the parameters of a distribution based upon observed data drawn according to that distribution. Let \( \theta = [\theta_1, \theta_2, ..., \theta_f] \) denote a set of parameters. Let \( x \) be data drawn from a distribution \( X \) with pdf (or pmf) \( f(x|\theta) = f(x|\theta_0) \), parameterized by the set of parameters \( \theta \). Let \( x_1, x_2, ..., x_N \) be a sequence of outcomes of the random variables \( X_1, X_2, ..., X_N \) that have been observed. It is often assumed that \( X_i \) is independent of \( X_j \) for \( i \neq j \). The key idea in ML estimation is to determine the parameter \( \theta \) for which the probability of observing the outcome \( x = x_1, x_2, ..., x_N \) is as high as possible.

The function

\[
I_\theta(x_1, x_2, ..., x_N) = f(x_1, x_2, ..., x_N|\theta) = f(x|\theta)
\]

is the likelihood function. It is viewed as a function of the parameter \( \theta \) with the samples \( x \) fixed, in contrast to the pdf, in which the parameter is considered fixed. Because the data is assumed fixed in the likelihood function, it is common to suppress the dependence on the data and write simply \( I_\theta(\theta) \) or even \( l(\theta) \). The ML estimate of the parameter is that value of \( \theta \) of parameters which maximizes the likelihood function:

\[
\theta_{\text{ML}} = \arg \max \theta I_\theta(\theta)
\]

Because it is the maximizing value (the argument) that is important in ML estimation, not the value of the maximum (the function), it is common to ignore or suppress constants in the likelihood function that do not depend upon the parameter. Also, in many applications it is more convenient to consider the logarithm of the likelihood function, called the log-likelihood function:

\[
L_\theta(x) = \log I_\theta(\theta).
\]

Since the logarithm is monotonically increasing, maximizing the log-likelihood is equivalent to maximizing the likelihood.

In many (but not all) cases, the log-likelihood function is a continuous differentiable function of the parameter and the maximizing \( \theta \) lies in the interior of its range. In this case, a necessary (but not sufficient) condition to maximize the log likelihood is for the gradient to vanish at the value of \( \theta \) that is the ML value:

\[
\nabla \log L_\theta(\theta) = 0
\]

where

\[
\nabla \theta = \begin{bmatrix}
\frac{\partial}{\partial \theta_1} \\
\frac{\partial}{\partial \theta_2} \\
\vdots \\
\frac{\partial}{\partial \theta_f}
\end{bmatrix}
\]

As an example of ML estimation, let \( X_1, X_2, ..., X_N \) be independent Gaussian random variables with unknown mean \( \mu \) and variance \( \sigma^2 \) and let \( x_1, x_2, ..., x_N \) be samples of these random variables. It is straightforward to show [50] that the ML estimate of the mean and the variance are

\[
\hat{\mu}_{\text{ML}} = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

\[
\hat{\sigma}^2_{\text{ML}} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2
\]

For more details and examples of ML estimation, including results about the quality (variance) of the resulting estimates, the interested reader is encouraged to consult texts such as [50, 51].

conditioning argument to the expectation and is regarded as fixed and known at every E-step. The first argument conditions the likelihood of the complete data.

For the M-step let \( \theta^{(k+1)} \) be that value of \( \theta \) which maximizes \( Q(\theta|\theta^{(k)}) \):

\[
\theta^{(k+1)} = \arg \max \theta Q(\theta|\theta^{(k)})
\]

It is important to note that the maximization is with respect to the first argument of the \( Q \) function, the conditioner of the complete data likelihood.

The EM algorithm consists of choosing an initial \( \theta^{(1)} \), then performing the E-step and the M-step successively until convergence. Convergence may be determined by examining when the parameters quit changing, i.e., stop when \( \| \theta^{(k+1)} - \theta^{(k)} \| < \delta \) for some \( \delta \) and some appropriate distance measure \( \| \| \).

The general form of the EM algorithm as stated in Eqs. (9) and (10) may be specialized and simplified somewhat by restriction to distributions in the exponential family. These are pdfs (or pmfs) of the form

\[
f(x|\theta) = b(x) \exp(c(\theta)^T t(x)] a(\theta)
\]

where \( \theta \) is a vector of parameters for the family [35, 36]. The function \( t(x) \) is called the sufficient statistic of the family (a statistic is sufficient if it provides all of the information necessary to estimate the parameters of the distribution from the data [35, 36]). Members of the exponential family include most distributions of engineering interest, including Gaussian, Poisson, binomial, uniform, Rayleigh, and others. For exponential families, the E-step can be written as

\[
Q(\theta|\theta^{(k)}) = E[\log b(x) | y, \theta^{(k)}] + c(\theta)^T E[t(x) | y, \theta^{(k)}] - \log a(\theta)
\]

Let \( t^{(k+1)} = E[t(x) | y, \theta^{(k)}] \). As a conditional expectation is an estimator, \( t^{(k+1)} \) is an estimate of the sufficient statistic (The
Convergence of the EM Algorithm

For every iterative algorithm, the question of convergence needs to be addressed: does the algorithm come finally to a solution, or does it iterate ad nauseam, ever learning but never coming to a knowledge of the truth? For the EM algorithm, the convergence may be stated simply: at every iteration of the EM algorithm, a value of the parameter is computed so that the likelihood function does not decrease. That is, at every iteration the estimated parameter provides an increase in the likelihood function increases until a local maximum is achieved, at which point the likelihood function cannot increase (but will not decrease). Box 3 contains a more precise statement of this convergence for the general EM algorithm.

Despite the convergence theorem in Box 3, there is no guarantee that the convergence will be to a global maximum. For likelihood functions with multiple maxima, convergence will be to a local maximum which depends on the initial starting point $\theta^0$.

The convergence rate of the EM algorithm is also of interest. Based on mathematical and empirical examinations, it has been determined that the convergence rate is usually slower than the quadratic convergence typically available with a Newton’s-type method [4]. However, as observed by Dempster [1], the convergence near the maximum (at least for exponential families) depends upon the eigenvalues of the Hessian of the update function $M$, so that rapid convergence may be possible. In any event, even with potentially slow convergence there are advantages to EM algorithms over Newton’s algorithms. In the first place, no Hessian needs to be computed. Also, there is no chance of “overshooting” the target or diverging away from the maximum. The EM algorithm is guaranteed to be stable and to converge to an ML estimate. Further discussion of convergence appears in [37, 38].

Applications of the EM Algorithm

In this section several applications of the EM algorithm to problems of signal processing interest are presented to illustrate the computations required in the steps of the algorithm and also to demonstrate the breadth of applications to which it may be applied. The example in ET image reconstruction section and the previous introductory example illustrate the case in which the densities are members of the exponential family. The other examples in this section treat densities that are not in the exponential family, so the more general statement of the EM algorithm must be applied. The focus of the examples is on the EM algorithm; assumptions and details of the systems involved are therefore not presented. The interested reader is encouraged to examine the references for details.

Introductory Example, Revisited

The multinomial distribution of the introductory example is a member of the exponential family with $t(x) = x$:
**Box 2: Combination and conditional expectations multinomials**

Let $X_1, X_2, X_3$ have a multinomial distribution with class probabilities $(p_1, p_2, p_3)$, so

$$P(X_i = x_i, X_j = x_j) = \frac{(x_i + x_j + x_k)!}{x_i! x_j! x_k!} p_i^n p_j^m p_k^o$$

This multinomial in $n$ outcomes can be combined to form a multinomial in $(n-1)$ outcomes. Let $Y = X_1 + X_2$. The probability $P(Y, X_3)$ can be determined as follows:

$$P(X_1 + X_2 = y, X_3 = x_3) = \sum_{x_1, x_2} P(X_1 = x_1, X_2 = y-x_1, X_3 = x_3)$$

$$= \frac{(y + x_3)!}{y! x_3!} p_1^{x_1} p_2^{y-x_1} p_3^{x_3}$$

where the last step follows from the binomial theorem. So $(X_1 + X_2, X_3)$ is binomial with class probabilities $(p_1 + p_2, p_3)$. This generalizes by induction to other multinomials.

To compute the conditional expectation $E(X_i | Y = y)$, it is first necessary to determine the conditional probability, $P(X_i = x_i | Y = y) = P(X_1 = x_1 | X_2 = y)$. The conditional probability can be written as

$$f(x_i, x_2, x_3 | p) = \left( \frac{n!}{x_1! x_2! x_3!} \right) \exp \left[ \left( \log \frac{x_1}{x_2} + \log \frac{x_2}{x_3} + \log \frac{1}{x_1} + \frac{1}{x_2} + \frac{1}{x_3} \right) \right] \left( \frac{1 - p}{2} \right)^n$$

The E-step consists simply of estimating the underlying data, given the current estimate and the data. This is followed by a straightforward maximization.

**ET Image Reconstruction**

In ET [7], tissues within a body are stimulated to emit photons. These photons are detected by detectors surrounding the tissue. For purposes of computation the body is divided into $B$ boxes. The number of photons generated in each box is denoted by $n(b), b = 1, 2, ..., B$. The number of photons detected in each detector is denoted by $y(d), d = 1, 2, ..., D$, as shown in Fig. 3. Let $y = \{y(1), y(2), ..., y(d)\}$ denote the vector of observations.

The generation of the photons from box $b$ can be described as a Poisson process with mean $\lambda(b)$, i.e.,

$$f(n(b) = m(b) = m\lambda(b))^n \frac{e^{-m\lambda(b)}}{n!}$$

The parameter $\lambda(b)$ is a function of the tissue density so that by estimating the parameters $\lambda(b)$ in each box it is possible to construct an image of the body. The boxes are assumed to be independent of each other. Let the set of unknown parameters be denoted by $\lambda = \{\lambda(1), \lambda(2), ..., \lambda(B)\}$.

A photon emission from box $b$ is detected in tube $d$ with probability $p(b,d)$, and it may be assumed that all emitted photons are detected by some detector, so that

$$\sum_{d=1}^{D} p(b,d) = 1.$$  \hfill (14)

Based upon the geometry of the sensors and the body it is possible to determine $p(b,d)$. The detector variables $y(d)$ are Poisson distributed,

$$f(y(d) | \lambda(d)) = \frac{\lambda(d)^y e^{-\lambda(d)}}{y!}$$

and it can be shown that

$$\lambda(d) = E[y(d)] = \sum_{b=1}^{B} \lambda(b)p(b,d)$$

Let $x(b,d)$ be the number of emissions from box $b$ detected in detector $d$ and let $x = \{x(b,d), b = 1, ..., B, d = 1, ..., D\}$. For any given set of detector data $\{y(d)\}$, there are many different ways that the photons could have been generated. There is thus a many-to-one mapping from $x(b,d)$ to $y(d)$, and $x$ constitutes the complete data set. Each variable of the complete data $x(b,d)$ is Poisson with mean
\[ \lambda(b, d) = \lambda(b)p(b, d). \]  

(15)

Assuming that each box generates independently of every other box and that the detectors operate independently, the likelihood function of the complete data is

\[ I_c(\lambda) = f(x|\lambda) = \prod_{b=1}^{B} \prod_{d=1}^{D} e^{-\lambda(b, d) + x(b, d)\log \lambda(b, d)} \frac{\lambda(b, d)^{x(b, d)}}{x(b, d)!} \]  

(16)

and, using Eq. (15), the log-likelihood function is

\[ L_c(\lambda) = \log I_c(\lambda) = \sum_{b=1}^{B} \sum_{d=1}^{D} -\lambda(b, d)p(b, d) + x(b, d)\log \lambda(b, d) + x(b, d)\log p(b, d) \\
-\log x(b, d)! \]  

(17)

Application of the EM algorithm is straightforward. Poisson distributions are in the exponential family. The sufficient statistics for the distribution are the data, \( t(x) = x \). Let \( \lambda^{[k]} \) be the estimate of the parameters at the \( k \)th iteration and let \( x^{[k]}(b, d) \) be the estimate of the complete data. For the E-step, compute

\[ x^{[k+1]}(b, d) = E[x(b, d)|y, \lambda^{[k]}] = E[x(b, d)|y(b, d)]e^{\lambda^{[k]}(b, d)} \]

where the latter equality follows since each box is independent. Since \( x(b, d) \) is Poisson with mean \( \lambda^{[k]}(b, d) \) and \( y(d) = \sum_{b=1}^{B} x(b, d) \) is Poisson with mean \( \lambda^{[k]}(d) = \sum_{b=1}^{B} \lambda^{[k]}(b, d) \), the conditional expectation can be computed (using techniques similar to those in Box 2)

\[ x^{[k+1]}(b, d) = \frac{y(d)}{\sum_{b=1}^{B} \lambda^{[k]}(b, d)}, \quad b=1,2,...,B, d=1,2,...,D \]  

(18)

For the M-step, \( x^{[k+1]}(b, d) \) is used in the likelihood function (17), which is maximized with respect to \( \lambda(b) \):

\[ 0 = \frac{\partial}{\partial \lambda(b)} \sum_{b=1}^{B} \sum_{d=1}^{D} -\lambda(b)p(b, d) + x^{[k+1]}(b, d)\log \lambda(b) + x^{[k+1]}(b, d)\log p(b, d) \\
-\lambda^{[k+1]}(b) + \sum_{b'=1}^{B} x^{[k+1]}(b', d)p(b', d) \]  

(19)

where Eq. (14) has been used.

Equations (18) and (19) may be iterated until convergence. The overhead of storing \( x^{[k+1]}(b, d) \) at each iteration may be eliminated by substituting Eq. (18) into Eq. (19) using Eq. (15), much as was done in the introductory example. This gives

\[ \lambda^{[k+1]}(b) = \lambda^{[k]}(b) \sum_{d=1}^{D} \frac{y(d)p(b, d)}{\sum_{b'=1}^{B} \lambda^{[k]}(b', d)p(b', d)}. \]

Active Noise Cancellation (ANC)

Active noise cancellation is accomplished by measuring a noise signal and using a speaker driven out of phase with the noise to cancel it. In many traditional ANC techniques, two microphones are used in conjunction with an adaptive filter to provide cancellation (see, e.g., [39, 40]). Using the EM algorithm, ANC may be achieved with only one microphone [41]. The physical system is depicted in Fig. 4, with a block diagram for the ANC in Fig. 5.

The signal to be canceled is modeled as the output of an all-pole filter,

\[ s(t) = -\sum_{k=1}^{P} a_k s(t-k) + \sigma_n u(t) \]

\[ = -s_{p-1}(t-1) a + \sigma_n u(t) \]

where

\[ s_p(t) = [s(t-p), s(t-p+1), ..., s(t)]^T, \]

and \( u(t) \) is a white, unit-variance, zero-mean Gaussian process. The signal \( r(t) \) is generated by the processor and corresponds to the input of the speaker; the delay \( z^{-M} \) is the delay from the speaker to the microphone. The signal \( \sigma_n \) models the measurement error at the microphone. According to Fig. 5, the input to the processor can be written as

\[ y(t) = s(t) + \sigma_n v(t); \]

we assume that \( v(t) \) is a unit-variance, white Gaussian process. The set of unknown parameters is \( \theta = [a^T, \sigma_n^2, \sigma_e^2]^T \).

A block of \( N \) measurements is used for processing. The observed data vector is

\[ y = [y(1), y(2), ..., y(N)]^T; \]

these observations span a set of autoregressive samples given by
s = [s(1 − p), s(2 − p), ..., s(N)]^T.

The complete data set is \( x = [y^T, s^T]^T \). If we knew s, estimation of the AR parameters would be straightforward using familiar spectrum estimation techniques.

The likelihood function for the complete data is

\[
f(x; \theta) = f(y, x; \theta) = f(y|x, \theta) f(x|\theta).
\]

The conditioning step provides important leverage because it is straightforward to determine \( f(y|x, \theta) \). The conditioning can be further broken down as

\[
f(x; \theta) = f(y|x, \theta) f(x(1), ..., x(N)|s_{p-1}(0), \theta) f(s_{p-1}(0)|\theta).
\]

Then

\[
f(y|x, \theta) = \frac{1}{(2\pi \sigma_y^2)^{N/2}} \exp \left[ -\frac{1}{2\sigma_y^2} \sum_{i=1}^{N} (y(i) - s(t))^2 \right]
\]

and (see [42, page 187])

\[
f(x(1), ..., x(N)|s_{p-1}(0), \theta) = \frac{1}{(2\pi \sigma_s^2)^{N/2}} \exp \left[ -\frac{1}{2\sigma_s^2} \sum_{i=1}^{N} (s(t) + \mathbf{a}^T s_{p-1}(t))^2 \right]
\]

The E-step may be computed as

\[
E[\log f(x(0)|y, \theta^{k+1})] = \log f(s_{p-1}(0)|\theta) - N \log \sigma_s - N \log \sigma_y
\]

\[+ \frac{1}{2\sigma_s^2} \sum_{i=1}^{N} E[s(i)|y, \theta^{k+1}] + \mathbf{a}^T E[s_{p-1}(t-1)|y, \theta^{k+1}]
\]

\[- \frac{1}{2\sigma_y^2} \sum_{i=1}^{N} E[y(i)|s(i), \theta^{k+1}] + E[s(i)|y, \theta^{k+1}]
\]

Taking the gradient with respect to \( \mathbf{a} \) and derivatives with respect to \( \sigma_s \) and \( \sigma_y \) to maximize yields

\[
\mathbf{a}^{k+1} = \left[ \sum_{i=1}^{N} E[s_{p-1}(t-1)^T s_{p-1}(t-1)|y, \theta^{k+1}] \right]^{-1} \sum_{i=1}^{N} E[s_{p-1}(t-1)s(i)|y, \theta^{k+1}]
\]

\[
(\sigma_s^2)^{k+1} = \frac{1}{N} \sum_{i=1}^{N} E[y(i)^2|y, \theta^{k+1}]
\]

\[
(\mathbf{a}^{k+1})^T \sum_{i=1}^{N} E[s_{p-1}(t-1)|y, \theta^{k+1}]
\]

\[
(\sigma_y^2)^{k+1} = \frac{1}{N} \sum_{i=1}^{N} E[y(i)^2|y, \theta^{k+1}]
\]

The expectations in Eqs. (20), (21), and (22) are first and second moments of Gaussians, conditioned upon observation.

**Box 3: A convergence theorem for the EM algorithm**

Let

\[
k(x, y; \theta) = f(x; \theta) / g(y; \theta)
\]

and note that \( k(x, y; \theta) \) may be interpreted as a conditional density. Then the log-likelihood function \( L(\theta) = \log g(y; \theta) \) may be written as

\[
L(\theta) = \log f(x; \theta) - \log k(x, y; \theta).
\]

Define

\[
H(\theta^0) = E[\log k(x, y; \theta)|y, \theta].
\]

Let \( M(\theta^k|\theta^k) \) represent the mapping defined by the EM algorithm in Eqs. (9), (10), so that \( \theta^{k+1} = M(\theta^k) \).

**Theorem 1** \( L(M(\theta^{k+1})) \geq L(\theta^k) \), with equality if and only if

\[
Q(M(\theta^k)|\theta^k) = Q(\theta^k)
\]

and

\[
k(x, y; M(\theta^k)) = k(x, y; \theta^k).
\]

That is, the likelihood function increases at each iteration of the EM algorithm, until the conditions for equality are satisfied and a fixed point of the iteration is reached. A proof of the theorem may be found in [1]. If \( \theta^* \) is an ML parameter estimate, so that \( L_\theta(\theta^*) \geq L_\theta(\theta) \) for all \( \theta \in \Theta \), then \( L_\theta(M(\theta^*)) = L_\theta(\theta^*) \). In other words, ML estimates are fixed points of the EM algorithm. Since the likelihood function is bounded (for distributions of practical interest), the sequence of parameter estimates \( \theta^{(0)}, \theta^{(1)}, ..., \theta^{(k)} \) yields a bounded decreasing sequence \( L(\theta^{(0)}) \geq L(\theta^{(1)}) \geq ... \geq L(\theta^{(k)}) \) which must converge as \( k \to \infty \).

The theorem fails short of proving that the fixed points of the EM algorithm are in fact ML estimates. The latter is true, under rather general conditions, but the proof is somewhat involved and is not presented here.

The variable \( s(t) \) may be put into state-space form as

\[
s(t) = \Phi s(t - 1) + g(t)
\]

\[
y(t) = h^T s(t) + \sigma_y v(t)
\]

where

\[
\Phi = \begin{bmatrix} 0 & 1 \\ 0 & -a^T \end{bmatrix}
\]

\[
g = [0.0, ..., 0.0, \sigma_y]
\]
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$$h^T = [0,0,1].$$

With an estimate of the parameters, the canceling signal $c(t+T)$ is obtained by estimating $s(t+T)$ using $E[s(t)|y, \theta]$ and $\theta^0$.

HMMs

The hidden Markov model is a stochastic model of a process that exhibits features that change over time. It has been applied in a broad variety of sequential pattern-recognition problems such as speech recognition and handwriting recognition [9, 43]. An overview appeared in *Signal Processing Magazine* in [44]. Detailed descriptions of HMMs and their applications are given in [9, 10, 11].

A Markov chain is a stochastic model of a system that is capable of being in a finite number of states \( \{1,2,...,S\} \). The current state of the system is denoted by \( s_t \). The probability of transition from a state at the current (discrete) time \( t \) to any other state at time \( t+1 \) depends only on the current state, and not on any prior states:

$$P(s_{t+1} = j | s_t = i, s_{t-1} = i, ..., s_1 = i) = P(s_{t+1} = j | s_t = i).$$

It is common to express the transition probabilities as a matrix \( A \) with elements \( P(s_{t+1} = j | s_t = i) = a_{ij} \). The initial state \( s_0 \) is chosen according to the probability

$$\pi = [P(s_0 = 1), ..., P(s_0 = S)] = [\pi_1, ..., \pi_S]^T$$

In each state at time \( t \), \( s_t \), a (possibly vector) random variable is \( Y_t \) selected according to the density \( f(Y_t = y | s_t = i) = f_i(y) \), as shown in Fig. 6. The variable \( Y_t \) is observed, but the underlying state is not, hence the name hidden Markov model. The set of densities \( f_1, f_2, ..., f_S \) is denoted as \( f(s) \). The triple \((A, \pi, f(s))\) defines the HMM.

The HMM operates as follows: an initial state \( s_0 \) is chosen according to the probability law \( \pi \). A succeeding state \( s_1 \) is chosen according to the Markov probability transition \( A \). An output \( y_1 \) is chosen according to \( f_{s_1} \). Then a new state is chosen, and the process continues.

Let the elements of the HMM be parameterized by \( \theta \), i.e., there is a mapping \( \theta \rightarrow (A(\theta), \pi(\theta), f_{s_1}(\theta)) \). The mapping is assumed to be appropriately smooth. In practice, the initial probability and transition probabilities are some of the elements of \( \theta \). The parameter estimation problem for an HMM is this: given a sequence of observations, \( y = \{y_1, y_2, ..., y_T\} \), determine the parameter \( \theta \) which maximizes the likelihood function

$$l(\theta) = f(y_1, y_2, ..., y_T | (A(\theta), \pi(\theta), f_{s_1}(\theta)))$$

$$= \sum_{q_0, q_1, ..., q_{T-1}} \prod_{t=1}^{T} a_{q_{t-1}, q_t}(\theta) f_{q_t}(y_t | \theta) f_{s_1}(y_1 | \theta).$$

That is, determine the initial state probabilities and the transition probabilities, as well as any parameters of the density functions which maximize the likelihood function (23). From the complicated structure of (23), it is clear that this is a complicated maximization problem. The EM algorithm, however, provides the power necessary to compute without difficulty.

Let \( s = [s_0, s_1, s_2, ..., s_T]^T \) be a vector of the (unobserved) states. The complete data vector can be expressed as \( x = (y, s) \). The pdf of the complete data can be written as

$$f(x | \theta) = f(y, s | \theta) = f(y | s, \theta) f(s | \theta)$$

(24)

This factorization, with the pdf of the observation conditioned upon the unknown state sequence and the distribution of the unknown state sequence, turns out to be the key step in the application of the EM algorithm.

Because of the Markov structure of the state, the state probabilities in Eq. (24) may be written

$$f(s | \theta) = \pi(\theta) \prod_{t=1}^{T} a_{s_{t-1}, s_t}(\theta)$$

(25)

The pdf of the observations, conditioned upon the unobserved states, factors as

$$f(y | s, \theta) = \prod_{t=1}^{T} f(y_t | s_t, \theta)$$

(26)

We will assume that the density in each state is Gaussian with known diagonal covariance and unknown mean, \( \mu \). (Many other distributions are possible, e.g., discrete selection, Poisson, exponential, or Gaussian with unknown mean and variance [45].) Then

$$f(y_t | s_t, \theta) = \frac{1}{2\pi \sigma^2} \exp \left( -\frac{1}{2\sigma^2} (y_t - \mu_{s_t}(\theta))^T (y_t - \mu_{s_t}(\theta)) \right)$$

(27)

Let \( S = \{1,2,...,S\}^{T+1} \) denote the set of all possible state sequences, including the initial state \( s_0 \). In the E-step

$$Q(\theta^{(k)} | \theta) = E[\log f(y, s | \theta) | y, \theta],$$

with $A^T [0,0,1].$
since the expectation is conditioned upon the observations, the only random component comes from the state variable. The E-step can thus be written as

$$Q(\theta^{(t)} | s_t) = \sum_{s_{t+1}} f(s_{t+1}, \theta^{(t)}) \log f(y(s, \theta) | f(s, \theta))$$

The conditional probability is

$$f(s_t | y_t, \theta^{(t)}) = \frac{f(y(s, \theta^{(t)}) | f(s, \theta^{(t)})}{g(y(\theta^{(t)})}$$  \hspace{1cm} (28)

Substituting from Eqs. (27) and (28),

$$Q(\theta^{(t)}) = \frac{1}{g(y(\theta^{(t)}))} \sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)})$$

$$\left[ \sum_{t=1}^{T} - \log(2\pi\sigma^2) - \frac{1}{2\sigma^2}(y_t - \mu_{\eta_t}(\theta))^2 (y_t - \mu_{\eta_t}(\theta)) \right]$$

$$+ \log \pi_{\eta_t}(\theta) + \sum_{i=1}^{K} \log a_{i,t+1}^{(t)}$$

The updated parameters are then obtained by the M-step. For the means of the pdfs,

$$\mu_j^{(t+1)} = \arg \max_{\mu_j} Q(\theta^{(t)})$$

The maximizations may be accomplished by differentiating and equating the result to zero and solving for the appropriate argument. For the mean, the result is

$$\mu_j^{(t+1)} = \frac{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1}} S_{\eta_{t+1} = j} Y_{s_{t+1}}}{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1} = 1}^{K}}$$

Efficient algorithms for computing this expression have been developed based upon forward and backward inductive computation (dynamic programming or the Viterbi algorithm); see e.g. [10, 11].

The Markov chain parameters \( \pi_i \) and \( a_{i,j} \) may also be obtained by maximizing Eq. (29) with constraints to preserve the probabilistic nature of the parameters:

$$\pi_i^{(t+1)} = \arg \max_{\pi_i} Q(\theta^{(t)}) \text{ subject to } \sum_{i=1}^{K} \pi_i = 1, \pi_i \geq 0$$

$$a_{i,j}^{(t+1)} = \arg \max_{a_{i,j}} Q(\theta^{(t)}) \text{ subject to } \sum_{j=1}^{K} a_{i,j}^{(t+1)} = 1, a_{i,j} \geq 0$$

This may be accomplished using Lagrange multipliers. Then the condition

$$\frac{\partial}{\partial \pi_i} Q(\theta^{(t)}) + \lambda \sum_{i=1}^{K} \pi_i = 0$$

(with \( \lambda \) a Lagrange multiplier) leads to
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$$a_{i,j}^{(t)} = \frac{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1} = j}^{K} S_{\eta_{t+1} = j}}{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1} = 1}^{K}}$$

and similarly,

$$\pi_i^{(t+1)} = \frac{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1} = i}^{K} S_{\eta_{t+1} = i}}{\sum_{s_{t+1}} f(y(s, \theta^{(t)}) | f(s, \theta^{(t)}) \sum_{s_{t+1} = 1}^{K}}$$

Spread-Spectrum Multi-User Communication

In direct-sequence spread-spectrum multiple-access (SSMA) communications, all users in a channel transmit simultaneously, using quasi-orthogonal spreading codes to reduce the inter-user interference [46]. The system block diagram is shown in Fig. 7. A signal received in a K-user system through a Gaussian channel may be written as

$$r(t) = S(t, b) + \sigma N(t)$$

where \( N(t) \) is unit-variance, zero-mean, white Gaussian noise and

$$S(t, b) = \sum_{k=1}^{K} a_k \sum_{r=-n}^{n} b_r(k) s_r(t - iT - \tau_k)$$

is the composite signal from all \( K \) transmitters. Here \( a_k \) is the amplitude of the \( k \)th transmitted signal (as seen at the receiver), \( b_r(k) \) represents the symbols of all the users, \( b_r(k) \) is the \( r \)th bit of the \( k \)th user, \( \tau_k \) is the channel propagation delay for the \( k \)th user, and \( S_r(t) \) is the signaling waveform of the \( k \)th user including the spreading code. For this example, coherent reception of each user is assumed so that the amplitudes are real.

At the receiver the signal is passed through a bank of matched filters, with a filter matched to the spreading signal of each of the users, as shown in Fig. 8. (This assumes that synchronization for each user has been obtained.) The set of matched filter outputs for the \( n \)th bit interval is

$$y(i) = [y_1(i), y_2(i), ..., y_K(i)]^T.$$
Because the interference among the users is similar to intersymbol interference, optimal detection requires dealing with the entire sequence of matched filter vectors

\[ y = [y(-M)^T, y(-M+1)^T, \ldots, y(M)^T]^T. \]

For a Gaussian channel, it may be shown that

\[ y = H(b)a + z, \]  
(30)

where \( H(b) \) depends upon the correlations between the spreading signals and the bits transmitted and \( z \) is non-white, zero-mean Gaussian noise. The likelihood function for the received sequence may be written as (see [47])

\[ f(y|a, b) = e^{-\frac{1}{2\sigma^2} (2a^T R(b)y - a^T S(b)a)} \]  
(31)

where \( R(b) \) and \( S(b) \) depend upon the bits and correlations and \( e \) is a constant that makes the density integrate to 1. Note that even though the noise is Gaussian, which is in the exponential family, the overall likelihood function is not Gaussian because of the presence of the random bits — it is actually a mixture of Gaussians. For the special case of only a single user the likelihood function becomes

\[ f(y|a, b) = e^{-\frac{1}{2\sigma^2} (2a^T \sum_{i=1}^{M} b(i)y(i) - a^T a)} \].

What is ultimately desired from the detector is the set of bits for each user. It has been shown [46] that the inter-user interference degrades the probability of error very little, provided that sophisticated detection algorithms are employed after the matched filters. However, most of the algorithms that have been developed require knowledge of the amplitudes of each user [48]. Therefore, in order to determine the bits reliably, the amplitude of each user must also be known. Seen from the point of view of amplitude estimation, the bits are unknown nuisance parameters. (Other estimation schemes relying on decision feedback may take a different point of view.)

If the bits were known, an ML estimate of the amplitudes could be easily obtained: \( a_{\text{est}} = S(b)^{-1} R(b)y \). Lacking the bits, however, more sophisticated tools for obtaining the amplitudes must be applied as a precursor to detecting the bits. One approach to estimating the signal amplitudes is the EM algorithm [47]. For purposes of applying the EM algorithm, the complete data set is \( x = [y, b] \) and the parameter set is \( \theta = a \). To compute the expectations in the E-step, it is assumed that the bits are independent and equally likely \( \pm 1 \).

The likelihood function of the complete data is

\[ f(x|a, b) = f(y|b, a) f(y|a) = f(y|b, a). \]  
(32)

This conditioning is similar to that of Eqs. (19) and (24): the complete-data likelihood is broken into a likelihood of the observation, conditioned upon the unobserved data times a likelihood of the unobserved data. From Eq. (31), \( f(y|b, a) \) is Gaussian. To compute the E-step

\[ E[\log f(x|a)] = \sum_{b \in [0,1]^M} f(b|y, a) \log f(x|a) \]

it is necessary to determine the conditional probability \( f(b|y, a) \).

It is revealing to consider a single-user system. In this case the log-likelihood function is

\[ \log f(x|a) = \frac{a_i}{\sigma^2} \sum_{i=M}^{M} b(i)y(i) - \frac{a_i^2}{2\sigma^2}(2M + 1) + \text{constant}, \]

and the E-step becomes

\[ E[\log f(x|a)] = \sum_{i=M}^{M} f(b(i)|y(i), a) \log f(x(i)|a). \]  
(33)

The conditional probability required for the expectation is

\[ f(b(i)|y(i), a) = \frac{f(b(i), y(i)|a)}{f(y(i)|a)} = \frac{f(b(i), y(i)|a)}{\sum_{b(i) \in [0,1]} f(b(i), y(i)|a)} \]

\[ = \frac{\exp \left[ -\frac{1}{2\sigma^2} (2a_i b(i)y(i) - a_i^2) \right]}{\sum_{a(i) \in [0,1]} \exp \left[ -\frac{1}{2\sigma^2} (2a_i b(i)y(i) - a_i^2) \right]} \]

\[ = \frac{\exp \left[ \frac{a_i}{\sigma^2} b(i)y(i) \right]}{\cosh(\frac{a_i}{\sigma^2} y(i))} \]. \]

Substituting Eq. (34) into Eq. (33) yields

\[ E[\log f(x|a)] = \frac{a_i}{\sigma^2} \sum_{i=M}^{M} y(i) \tanh(a_i y(i) / \sigma^2) \]  
(35)

\[ - \frac{a_i^2}{2\sigma^2}(2M + 1) + \text{constant} \]

Conveniently, Eq. (35) is quadratic in \( a_i \), and the M-step is easily computed by differentiating Eq. (35) with respect to \( a_i \), giving

\[ a_i^{[i+1]} = \frac{1}{2M + 1} \sum_{i=M}^{M} y(i) \tanh(a_i^{[i]} y(i) / \sigma^2) \]  
(36)

Equation (36) gives the update equation for the amplitude estimate, which may be iterated until convergence. For multiple-users, the E-step and M-step are structurally similar, but more involved computationally [47].

**Summary**

The EM algorithm may be employed when there is an underlying set with a known distribution function that is observed by means of a many-to-one mapping. If the distribution of the underlying complete data is exponential, the EM algorithm...
may be specialized as in Eqs. (12) and (13). Otherwise, it will be necessary to use the general statement of the EM algorithm (Eqs. (9) and (10)). In many cases, the type of conditioning exhibited in Eqs. (19), (24) or (32) may be used: the observed data is conditioned upon data not observed so that the likelihood function may be computed. In general, if the complete data set is \( x = (y, z) \) for some unobserved \( z \), then

\[
E[\log f(x|y, \theta^{(k)})] = \int f(z|y, \theta^{(k)}) \log f(x|\theta) \, dz,
\]

since, conditioned upon \( y \) the only random component of \( x \) is \( z \).

Analytically, the most difficult portion of the EM algorithm is the E-step; this is often the most difficult computational step: for the general EM algorithm, the expectation must be computed over all values of the unobserved variables. There may be, as in the case of the HMM, efficient algorithms to ease the computation, but even these cannot completely eliminate the computational burden.

In most instances where the EM algorithm applies, there are other algorithms that also apply, such as gradient descent (see, e.g., [49]). As already observed, however, these algorithms may have problems of their own such as requiring derivatives or setting of convergence-rate parameters. Because of its generality and the guaranteed convergence, the EM algorithm is a good choice to consider for many estimation problems. Future work will include application in new and different areas, as well as developments to improve convergence speed and computational structure.
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