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Probability and Statistics Refresher

1. Intr oduction to random variables
A. What is a random variable?

A random variable can be vied as the name of arperiment with a mbabilistic outcomelt’s value is the
outcome of thatgeriment.

Tom Mitchell, 1997

* A discrete mndom variablecan assume only a countable numberabfies.
Example: Coin flip (heads/tails), Let' make a deal (Door 1, 2 or 3), Die (1, 2, 3, 4, 5 or 6).
* A real (or continuous)andom variableean assume a range @flves,x [0 [a, b] .
Example: most sensor readings.
[Note: We'll be dealing a lot with both types of randoariables.]
B. Some synonymsdr “random”
* stodhastic
* nondeterministic

2. Discrete random \ariables

A. Notation
s LetA B, C ... andA;, Ay As, ... denote discrete randomanables.

* Leta, b, ¢ ... anda,;, a, as, ... denote possiblealues for corresponding discrete randaamiables
A B, C ... andA,, A, A,, ..., respectiely. Hence,P(A = a) denotes therobability that the random

variable A assumes thealuesa.

* In the special case when the randarmable A can assume only t.walues(T)rueor (F)alse denote

P(A) as the probability that the randomriableA is true, and denoteA or A as the probability that the
random \ariableA is false.

« Let P(AOB) = P(An B) = P(A B) = P(AandB).
« Let P(AOB) = P(AOB) = P(AorB).

* Let P(A = a|B = b) denote the conditional probability that= a given thatB = b. Often we use the
shorthandP(A|B) whenA andB are true/dlse randomariables.

B. Axioms of probability

0<P(A)<1 (1)
P(True) = 1 (2)
P(False) = 0 3)
P(AOB) = P(A) + P(B)—P(AOB) (4)
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C. Conditional probability

P(AOB)

P(AB) = P(B) P(B)>0 (5)
From(5),
P(AOB) = P(A|B)P(B) = P(B|A)P(A) (Chain rule) (6)
Equation(6) leads tdBayesTheoem
P(AIE) = ZLE ™
Assume that precisely one &f, A,, ..., A, mutually exclusve eventscan occur; that is,
P(AOA) =0, 0i#j, and, (8)
n
P(ALOAS ..OA) = § P(A) =1 (9)
i=1
For such gentsA; , the general form of Bay@heorem is gien by
P(A|B) = % (10)
where,
n
P(B) = ¥ P(BJA)P(A) (12)
j=1
D. Other laws of probability
« P(A) = 1-P(-A)
Easy to pree. From(4),
P(AO=A) = P(A) + P(=A) —P(AO-A) (12)
P(AO=-A) = 0 (something cam’be true anddise at the same time). (13)
P(AO=-A) = 1 (binary random a&riable has to be either true aide). (14)
1 = P(A)+P(=A) (15)
P(A) = 1-P(-A) (16)

* P(A) = P(AO-B) +P(AOB)
* P(AOBO C) = P(A|IBOC)P(B|C)P(C)
E. Independence

A andB are independent if and only (A =a) = P(A=a|B = b), Ua, b. From this defiition, we can
easily dewe the follaving properties oindependentwents

P(B) = P(B|A) 17

P(AOB) = P(A)P(B) (18)

Example: coin toss
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F. Conditional independence

A andB areconditionally independergiven C if and only if

P(A=aB=bOC=c) = P(A=a|C=c), Uab,c (29)

Example: Traveling salesman

O /

3. Probability distrib utions

A. Discrete random \ariables

For a gien discrete randonmaviable X, the probability distribtion for X assigns a probability for each pos-
sible value or outcome oX,

P(X=x) = p(x), Ox (20)

For n random wriables,X;, X,, ..., X, the joint probability distribtion assigns a probability for all possi-
ble combinations ofalues,

P(Xy =% OXy =x 0 ... OX,, = X)) = P(Xg X weey X)) OXq, Xo, 000y X (22)

n

Example: If each randomariable can assume onelofifferent \alues, then the joint probability distri-
bution for n different random ariables is fully specifid byk" values.

Given two discrete randomaviablesX andY, the unvariate probability distribtion p(x) is related to the
joint probability distritution p(x, y) by,

p(x) = 3 p(xy) (22)
y

B. Real random variables

A real-valued randomariable X is characterized by a continuous probability distitm function,

F(x) = P(X<X), -0 <X <o (23)
F(xy) 2 F(x,) if X, >X, (24)
F(—0) = 0, F(0) = 1 (25)
P(X=x) =0 (26)

Often, havever, the distrilution is expressed as probability density functiofpdf) p(x),

p(x) = % : (27)

p(x)=0, Ox (28)
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f:, p(x)dx = 1 (29)
From(27),

FO9 = [ p(oet (30)
For n real-\alued randomariables,X;, X,, ..., X,,, the joint probability density function isvgn by

P(Xgs Xo, +oey X)) 2 0, OXq, Xo, o0y X, (31)

[ PO X ey X)Xy, A, oy Oy = 1 (32)

Note: p(x) andp(Xq, X,, ..., X,,) are often referred to as thikeelihoodof x andx, X,, ..., X,,, respectiely.

Given two continuous randomaviablesX andY, the unvariate probability distribtion p(x) is related to
the joint probability distribtion p(x, y) by,

p() = [ p(xy)dy (33)

C. Normal (Gaussian) distribution

A very important continuous probability distiifion is theNormal or Gaussiandistribution. It is defined by
the following probability density function (pdf),

1
0./2m

for specift values of the scalar parametgrsando . In multiple dimensions,

p(9 = —texg X = N, 07 (34)

2a?

PO = B O WTT 0 | = Nix, 2] (35)
wherep andx ared-dimensional ectors, and is ad x d positve-defnite, symmetric matrix.
[Note: A square matriXM is positve defiite if and only if,

viIMv >0 Ov#0. (36)

Equation(36) also implies that all the eigemluesA; >0 and thatM is invertible.]

Example: In Figure 2 the normal distribtion is plotted in one and twdimensions for unityariances.

0.1 Figure 2

pH=00c=1
u:{o > =

Example: In Figure 3 the normal distribtion is plotted in tw dimensions for a nonuniform diagonal
covariance matrix.
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Figure3 =

-2 -2 -1 a 1 2 2

Gaussian pdf in two dimensions Contour plot of Gaussian pdf

4. Expected \alue, variance, standard deiation
A. Expected \alue for a discrete random ariable

Theexpected valuéor a discrete randonaviable is gien by
E[X] = xp(x) (37)
X

Themeanx,, = u for a dataseX = {xj} ,10{1, 2, ...,n},is given by

X (38)

i
1

1
Sip

||M3

wherex; denotes théth measurementhe mean andx@ected @alue for a randomariable are related by

E[X] = lim X, (39)

n - o
Example: Let A denote a randomaviable which denotes the outcome of a die roll. R4 .
Assume adir die. thenP(A=1i) = p(i) = 1/6, 0i.

E[A]

1M/6+2[M/6+3/6+4[1/6+5[/6+6[/6 (40)

E[A

ol

i =35 (41)
1

||Mm

[Note: The term “&pected alue” can be misleading, since theected alue of a randomariable may not
be a possiblealue for the randomariable itself.]

Example: You shalk two 6-sided diceWhat is the gpected alue of the laver of the tvo numbers £)?

Define two random wariablesD,; andD,, which defne the outcome of the die roll of dice 1 and 2.

P(A=6) = P(D, =6)P(D,=6) = 1/3% (42)

P(A=5) = P(D,; = 5)P(D, = 5) + P(D, = 5)P(D, = 6) + P(D, = 6)P(D, = 5) (43)

P(A=5) = 3/36 (44)
Similarly,

P(A=i) = [(7-i)+(6—-1)]/36 = (13-2i)/36. (45)
Therefore,




EEL6825: Pattern Recognition Probability and Statistics Refresher

6
_ o i(13-2i) _ 91 _
E[A] = izl—% S5 = 25277 (46)

B. Expected alue for a continuous random \ariable

Theexpected valuéor a continuous randonaxiable is gien by
E[X = J’_wxp(x)dx (47)
Example: E[ X] for the normal distribtion is .

C. Variance and standard deiation

ThevarianceV[ X] of a random ariableX is defned by

VIX = E[(X-p)? (48)
wherepy = E[X] . Thestandad deviation o of a random ariableX is defned by
o = JV[X (49)

Because 0f49), we often denot&/[ X] = 02.

Example: The \ariance of the normal distrition is 2.

D. Covariance of two random variables

The covarianceof two random ariablesX andY is defned by

CovX, Y] = E[(X=p)(Y—uy)] (50)
wherep, = E[X] andpy = E[Y] . If X andY are independent, then,
CoVX, Y] =0 (51)

Example: The matrixZ in the multvariate normal distrilstion is thecovariance matrixThe (i,j) ele-
mentZ(i 0 of the coariance matrix is gen by

Z(i,j) = E[(Xi—ui)(Xj—u,-)] (52)

wherel; is theith element of thet vector andX; is theith random wariable in the joint normal distrittion.
Considerfor example, the Gaussian pdf with a fulvesiance matriX® shavn in Figure 4below.

|

Figure4 3

-3 -2 -1 0 1 2 3

Gaussian pdf in two dimensions Contour plot of Gaussian pdf

E. Properties of the expectedalue operator

» The pected ®lue of a functiorg(X) is given by

-6-
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E[g(X)] = Zg(x)p(x) (discrete randomariable) (53)

E[g(X)] = J’:og(x)p(x)dx (continuous randomaviable) (54)

* Linearity: Let a, b be constants and |&§ Y be random ariablesThen,

E[af(X) + bg(Y)] = aE[f(X)] + bE[g(Y)] (55)
5. Some simple poblems
This section belw lists some simple problems. Secti®gives the solution to each of these problems.

A. Problem #1

Suppose that you toss an unbiased coin 20 congedirties, with tw possible outcomes for each trial,
heads H) or tails, (T). What can you say about the relatiprobability of the follwing two experimental
sequence®; andO,?

6, ={HLHHHHHHHHHHHHHHHHHHH H} (56)
O, ={HLTHHTTHTTTHTHHTHHKHTHT (57)
B. Problem #2

(i) Consider a circle with circumference equal to 1 (radius 1/ (21) ). Suppose that you place four
points{a, b, ¢ ¢ along the circumference of this circle at random (see picturasphéMhat is the
expected alue of the arc length between adjacent points?

a

(i) Now suppose that you place #Hipoint e along the circumference of the circle at randdrat is the
expected ®alue of the arc length betweenand the tw nearest points?0F example, in the diagram
belov, what is the xpected ®lue of the arc length frora to e and frome to d?

a
b

C. Problem #3
Consider admily with exactly two children.
(i) You are told that the younger ofdawehildren is a girl. Compute the probability that one child isya bo
(i) You are told that at least one of the children is a girl. Compute the probability that one chilgl.is a bo

(iii) Do your answers agree or feif for parts(i) and(ii) ?

-7-
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D. Problem #4

You are a contestant det's Male A Deal Monty Hall directs your attention to three doors. He tells you that
there is a prize of $1,000 behind one of the three dootshat there is nothing behind the otheo tshoors.
You will win the prize of $1,000 if you pick the correct door

The game proceeds as folls. First, Monty asks you to pick one of the three dositer you hae made

your selection, Monty reals that there is nothing behind one of the dworswhich you didnt pick. He then

gives you a choice: Stay with your original selection (i.e. the door that yoedpiciginally) or switch to the
other unrgealed doar

() What are yourxpected winnings if yodo notswitch from your original selection?

(i) What are yourxpected winnings if yodo switch from your original selection?

(iii) Which poligy [(i) or (ii)] maximizes your gpected winnings? Does it matter which pplou choose?
E. Problem #5

Consider the one-dimensional, continuous probability density funpfigh,

CkxA O<x<L,A>-1
pP(¥) = O (58)
Y elsewhere

() Whatalue ofk ensures thap(x) is indeed a probability density function?
(i) Compute thexpected alue ofx, E[X] interms ofA.

6. Simple problem solutions
This section gies the solution to each of the problems in theipus section.

A. Problem #1 solution
P(0O,) = P(O,) = (1/2)?°, assuming independent trials and an unbiased coin.

B. Problem #2 solution

(i) Let,
d, = distance betweea andb; (59)
d, = distance betweeb andc; (60)
d, = distance between andd; (61)
d, = distance betweed anda; (62)
Then,
d+d,+dg+d, = 1 (63)
E[d; +d,+d;+d,] = E[1] (64)
E[d;] + E[d,] + E[d3] +E[d,] = 1 (linearity) (65)

By symmetry
E[d,] = E[d,] = E[d3] = E[d,] = E[d] (66)

4E[d] = 1 (67)
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E[d = 1/4 (68)
(i) Using a similar yument as ahe,
Eld,d = E[dd = 1/5 (69)

C. Problem #3 solution
() There are tw possible cases. L&l; denote the younger child, aig the older child; then,
P(X,=G,X,=B) = 1/2 (70)
P(X,=G,X,=G) = 1/2 (71)
Therefore, the probability that one child is g1/ 2.

(i) Now, there are three possible cases:

P(X,=G,X,=B) = 1/3 (72)
P(X,=B,X,=G) = 1/3 (73)
P(X,=G,X,=G) = 1/3 (74)

Therefore, the probability that one child is g lmnav 2/ 3.

(i) No.The diferent results stem from thadt that the information pvaded in each case is téfent.
D. Problem #4 solution

(i) Let'slabel the dooré, B andC. Let X denote a discrete randorariable, which denotes the door
behind which the prize of $1,000 resides. Yetlenote a discrete randorariable, which denotes the
door that you choose. If you do not switch from your original door selection, there are nine equally
likely combinations of X, Y} , only three of which result in you winning the priZbe table belw
enumerates all possible outcomes, whef¥, Y) denotes the probability of andY, andR(X Y)
denotes the prize (orward) given X andY.

{X, W [ POXY) | RIXY) XY | P(XY) | RIXY) | {X, ¥} | P(XY) | RIXY)
{A A 1/9 $1,0008 (B, A 1/9 $0) {(Cc. A 1/9 $0
{A B 1/9 $0] {B B 1/9 $1,000] {c, B 1/9 $0
{A G 1/9 $0) {B, G 1/9 $0) {c. ¢ 1/9 $1,000

Therefore, ourxpected revard if we dont switch is gien by

R= 3 PX Y)R(XY) (75)
X, Y
R = %(1000) = 333.33 (76)

(ii) If we do switch, the mgards in the abee table change tB' (X, Y) where,

R(X,Y) = 1000-R(X Y) 77)

To see that equatidi@7) is correct, consider the follong three case{:X, } = {A /A ,
{Xr ={A B and{X,¥} ={A G .The analysis is then tially extended forX 0 { B, C} .

-9-
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In all three cases, we assume that the prize is behindAdddow if we originally select dooA , then
Monty can reeal either of the other smdoors. In either case, switching will resultOrrevard for us.
Now suppose that we originally select ddr In that case, Monty is forced toveal doorC, since he
cant shav us the prize behind dodr. By switching, we are guaranteed to win $1,00@ same is true
if we originally select doo€ . In that case, Monty is forced toseal doorB , since he cahshav us the
prize behind dooA . Again, by switching we are guaranteed to win $1,000.

Our expected revard if we do switch is thereforevgin by

R= S P(X Y)R(XY) (78)
X, Y

R = %(1000) - 666.67 (79)

(iii) Policy (ii) (switching) maximizes ourxpected revard.Although this result may seem counterinitéti
you win 2/ 3 of the time by switching, and only/ 3 of the time by not switchingasay from your
original selection. If you are still not cainced, | got a cardagne, It like to play with you...

E. Problem #5 solution
(i) Inorder forp(x) to be a probability density function, we require that,

Iolp(x)dx =1 (80)

Expanding equatio(80),

[op9ax = flodax = C* = o =g 81)
k=AN+1. (82)
(i) By definition of expected alue,
E[X = J’m xp(x)dx (83)
E[¥ = I°° (A + 1)xMdx
= ()\+1)f° xM+ L
_()\+1)X)\+2 x=1 (84)
)\ + 2 Xx=0
_(A+1)
M = o)

-10-
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