
Abstract
We present a real-time face tracker in this paper. The system
has achieved a rate of 30+ frames/second using an HP-9000
workstation with a framegrabber and a Canon VC-C1 cam-
era. It can track a person’s face while the person moves freely
(e.g., walks, jumps, sits down and stands up) in a room. Three
types of models have been employed in developing the sys-
tem. First, we present a stochastic model to characterize
skin-color distributions of human faces. The information
provided by the model is sufficient for tracking a human face
in various poses and views. This model is adaptable to differ-
ent people and different lighting conditions in real-time. Sec-
ond, a motion model is used to estimate image motion and to
predict search window. Third, a camera model is used to pre-
dict and to compensate for camera motion. The system can
be applied to tele-conferencing and many HCI applications
including lip-reading and gaze tracking. The principle in de-
veloping this system can be extended to other tracking prob-
lems such as tracking the human hand.

1  Introduction
A human face provides a variety of different communicative
functions, such as identification, perception of emotional ex-
pressions, and lip-reading. Face perception is currently an
active research area in the computer vision community.
Much research has been directed towards feature recognition
in human faces. Three basic techniques are commonly used
for dealing with feature variations: correlation templates
[1][2], deformable templates [3], and spatial image invari-
ants [4]. Several systems of locating human face have been
reported. Eigenfaces, obtained by performing a principal
component analysis on a set of faces, are commonly used to
identify faces [5]. By moving a window covering a subimage
over the entire image, faces can be located within the entire
image. [6] reports a face detection system based on cluster-
ing techniques. The system passes a small window over all
portions of the image, and determines whether a face exists
in each window. A similar system with better results has been
claimed by [7]. A different approach for locating and track-
ing faces is described in [8]. This system locates faces by
searching for the skin-color. After locating a face, the system
extracts additional features to match this particular face. Re-
cently, Pfinder [9] uses skin-color to track human body.

In this paper, we discuss the problem of tracking a human
face in real-time. We focus on two important issues in track-
ing a face in real-time: what to track and how to track. To ad-
dress the issue of what to track, we present a skin-color

model in chromatic color space designed to characterize hu-
man faces. The model is adaptable to different people and
different lighting conditions while a person is moving. We
demonstrate that the information provided by the model is
sufficient for tracking a human face in various positions and
orientations. To address the issue of how to track, we present
a model-based approach to implement a real-time face
tracker. Visual tracking is a sequential estimation problem
of recovering the time-varying state of the world given a se-
quence of images. Three models have been employed for
tracking a human face. In addition to the skin-color model
used to register the face, a motion model is used to handle
head motion and a camera model is used to predict camera
motion. We developed a system that can track a person’s
face while the person moves freely (walks, jumps, sits and
rises) in a room. The system has achieved a rate of 30+
frames /second using an HP-9000 workstation with a
framegrabber and a Canon VC-C1 camera.

2  Tracking Human Faces
The tracking problem is distinguished from the recognition
problem in that its search processes are local rather than glo-
bal. The problem of locating a face is a recognition problem.
In order to locate a human face, the system needs to capture
an image using a camera and a framegrabber, to process the
image, to search the image for important features, and then
to use these features to determine the location of the face. In
order to track a human face, the system not only needs to lo-
cate a face, but also needs to find the same face in a sequence
of images. This requires the system’s ability to estimate the
motion while locating the face. Furthermore, the system
needs to control the camera, e.g., panning, tilting, and zoom-
ing to track faces outside a certain range

The general tracking problem can be formulated as follows:
given a sequence of imagesIt(x,y) which were formed by lo-
cally displacing a reference imageI(x,y) with horizontal and
vertical displacement fields, i.e.,

It(x+ut,y+vt) = I(x,y), (1)

we wish to recover the displacement fields(ut,vt) from the
reference imageI(x,y). The problem is to estimate parame-
ters for one of three models listed in Table 1. The complex-
ity of motion estimation largely depends on the model used.
A large number of approaches have been proposed to solve
this problem [10][11][12].

To locate human faces, facial features, such as the eyes, nose
and mouth, are natural candidates. But these features may
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change from time to time. Occlusion and non-rigidity are
basic problems with these features. A lot of motion estima-
tion algorithms work only for a rigid object. But a face can-
not be regarded as a rigid object because the eyes and mouth
are deformable. Several methods such as model-based
tracking and deformable-template matching are effective to
deal with the variation of these features because of their in-
herent ability to modify the reference pattern. Using multi-
ple templates for a single feature, with each template
corresponding to a different view of the feature, also im-
proves tracking performance. These methods are, however,
computational expensive and hardly achieve real-time per-
formance.

Color is another feature on human faces. Using skin color as
a feature for tracking a face has several advantages. First,
processing color is much faster than processing other facial
features. Second, under certain lighting conditions, color is
orientation invariant. This property makes motion estima-
tion much easier because only a translation model with only
two parameters as listed in Table 1 is needed for motion es-
timation.

However, color is not a physical phenomenon. It is a percep-
tual phenomenon that is related to the spectral characteris-
tics of electro-magnetic radiation in the visible wavelengths
striking the retina [14]. Tracking human faces using color as
a feature has several problems. First, the color representa-
tion of a face obtained by a camera is influenced by many
factors, such as ambient light, object movement, etc. Sec-
ond, different cameras produce significantly different color
values, even for the same person under the same lighting
condition. Finally, human skin colors differ from person to
person. In order to use color as a feature for face tracking,
we have to solve these problems.

Much research has been directed to understanding and mak-
ing use of color information. Color has been long used for
object recognition [15][16][17] and recently has been suc-
cessfully applied to road tracking [18] and face tracking [8].
In the next section, we develop a stochastic model of skin-
color in the chromatic color space for tracking a human face.
The model has only a few parameters and is easily adaptable
to different people and different lighting conditions.

Another important consideration for face tracking is motion
tolerance, i.e., how fast the face can move in the image. The
faster the face moves, the larger the face displacement in a
sequence of images can be. When the motion is slow, face
locations change very little from image to image; thus the

Table 1: Motion Parametric Models
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face tracker only needs to search a small potion of the image
to find the face, significantly reducing the computational ef-
fort in the search. Several factors influence the face motion
in the image, such as human motion, depth from the camera
to the face, size of the face in the image, and the image sam-
pling rate. To allow a person to freely move in a large area,
camera motion (panning, tilting, and zooming) can compen-
sate for human motion. For example, if the camera moves in
the same direction as the face, the relative motion of the face
in the image will decrease. Using an active camera, howev-
er, creates more challenging problems for tracking. Most ap-
proaches for egomotion analysis are based on optical flow
[19][20]. These techniques are useful for image analysis but
not for real-time tracking because the analysis is based on
the information that egomotion imposed on the image, i.e.,
there is a time-delay between camera motion and the motion
that appears in the image. For real-time tracking, motion
prediction is desirable.

3 A Stochastic Model for Tracking Faces
3.1 Skin-Color Model
Most video cameras use a RGB representation; other color
representations can be easily converted to a RGB represen-
tation. However, RGB is not necessarily the best color rep-
resentation for characterizing skin-color. In the RGB space,
a triple [r, g, b] represents not only color but also brightness.
If the corresponding elements in two points, [r1, g1, b1] and
[r2, g2, b2], are proportional, i.e.,

(2)

they have the same color but different brightness. The hu-
man visual system adapts to different brightness and various
illumination sources such that a perception of color constan-
cy is maintained within a wide range of environmental light-
ing conditions [13]. Therefore it is possible for us to remove
brightness from the skin-color representation, while pre-
serving an accurate, but low dimensional color information.
Since the brightness is not important for characterizing skin
colors, under the normal lighting condition, we can repre-
sent skin-color in the chromatic color space. Chromatic col-
ors (r, g) [14], known as “pure” colors in the absence of
brightness, are defined by a normalization process:

r = R / (R + G + B), (3)
g = G / (R + G + B). (4)

In fact, (3) and (4) define aR3 -> R2 mapping. Color blue is
redundant after the normalization because r+g+b =1.

A color histogram is the distribution of colors in the color
space and has long been used by the computer vision com-
munity in image understanding. In the mid-1980s, it was
recognized that the color histogram for a single inhomoge-
neous surface with highlights will have a planar distribution
in color space. It has since been shown that the colors do not
fall randomly in a plane, but form clusters at specific points.
The color histograms of human skin coincide with these ob-
servations. The Figure 1 shows a face image and corre-
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sponding area for histogram analysis. The histogram of the
skin-color is illustrated in Figure 2. The color distribution of
the skin-color is clustered in a small area of the chromatic
color space, i.e., only a few of all possible colors actually
occur in a human face.

Figure 1 An example of face and analyzed area

Figure 2 The color distribution of a human face in
chromatic color space

Figure 3 Skin-color distribution cluster of different
people

We have further found that distributions of skin-colors of
different people are clustered in chromatic color space. Al-
though skin colors of different people appear to vary over a
wide range, they differ much less in color than in brightness.
In other words, skin-colors of different people are very
close, but they differ mainly in intensities. Figure 3 shows a
skin color distribution of forty people with different skin
colors in the chromatic color space. The distribution was ob-
tained by analyzing faces of different races, including
Asian, African American, and Caucasian. The grey-scale in
the figure reflects the magnitude of the histogram. This re-
sult is significant because it provides evidence of the possi-
bility of modeling human faces with different color
appearances in the chromatic color space.

The histogram is related not only to the face color, but also
to the illumination color because only those colors can be
reflected. For example, sunlight will shift color histograms
towards blue because it contains more blue than fluorescent
lighting. However, our experiments have shown that the
shape of the histogram remains similar although there is a
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shift in the color histogram under changing lighting condi-
tions. By closely investigating the face color cluster, we
have discovered that the distribution has a regular shape. A
close view of skin-color distributions is shown in Figure 4.
(a) and (b) are color distributions of a face under different
lighting conditions and (c) is the color distribution of two
persons’ faces. It is obvious that the skin-color distributions
of different people under different lighting conditions in the
chromatic color space have similar Gaussian distributions.

Figure 4 The color distribution for different lighting
condition and different persons

Therefore, a face color distribution can be represented by a
Gaussian model N(m,Σ2), where m = (r, g) with

, (5)

, (6)

and

. (7)

The procedure for creating the skin-color model is as fol-
lows:

1. Take a face image, or a set of face images if a general
model is needed

2. Select the skin-colored region, e.g. Figure 1(b), interac-
tively

3. Estimate the mean and the covariance of the color distri-
bution in chromatic color space based on (5) - (7)

4. Substitute the estimated parameters into the Gaussian
distribution model

5. Since the model only has six parameters, it is easy to es-
timate and adapt them to different people and lighting
conditions.

3.2   Skin-Color Model Adaptation
Most color-based systems are sensitive to changes in view-
ing environment. Although human skin colors fall into a
cluster in the chromatic color space, skin-color models of
different persons differ from each other in mean and/or vari-
ance. Even under the same lighting conditions, background
colors, such as colored cloths may influence skin-color ap-
pearance. Furthermore, if a person is moving, the apparent
skin colors change as the person’s position relative to cam-
era or light changes. Therefore, the ability of handling light-
ing changes is the key to success for a color model.
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There are two schools of philosophy to handle environment
changes: tolerating and adapting. Color constancy refers to
the ability to identify a surface as having the same color un-
der considerably different viewing conditions. Although hu-
man beings have such ability, the underlying mechanism is
still unclear. A few color constancy theories have demon-
strated success on real images [21]. On the other hand, the
adaptive approach provides an alternative to make a color
model useful in a large range. Instead of emphasizing the re-
covery of the spectral properties of light sources and surfac-
es that combine to produce the reflected lights, the goal of
adaptation is to transform the previously developed color
model into the new environment. We have developed a
method to adapt the skin-color model. Based on the identi-
fication of the skin-color histogram, the modified parame-
ters of the model can be computed as follows:

, (8)

where  is the adapted mean value ofr at sampling timek;
, i = k, k-1,..., k-N-1, are weighting factors;  is the

estimated mean value ofr at sampling timek; N is a compu-
tational window.

, (9)

where  is the adapted mean value ofg at sampling timek;
, i = k, k-1,..., k-N-1; are weighting factors;  is the

estimated mean value ofg at sampling timek; N is a com-
putational window.

, (10)

whereSk is the adapted covariance matrix of color distribu-
tion at sampling timek; , i = k, k-1,..., k-N-1, are
weighting factors; ,i = k, k-1,..., k-N-1, are the estimated
covariance matrix of color distribution at sampling timek;
N is a computational window.

The weighting factors  in (8) - (10) determine how
much the past parameters will influence current parameters.
We will discuss how to apply the skin-color model to locat-
ing and tracking human faces in the next section.

4  A Real-time System
We have developed a real-time face tracker [22]. The system
consists of an HP-9000 workstation and a Canon camera
(VC-C1). The camera’s panning, tilting, and zooming are
controlled by the computer via a serial port. Images are ob-
tained by a framegrabber which digitizes the analog video
signal into RGB values. The objective of the system is to
provide the following functions in real-time:

• Locating arbitrary human faces in various environments in
real-time;
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• Tracking the face in real-time by controlling the camera posi-
tion and zoom after selecting a face;

• Adapting model parameters based on individual appearance
and lighting conditions in real-time;

• Providing face location for user modeling applications in real-
time.

Several techniques have been employed in developing the
system to achieve these goals. Communication between the
face tracker and other systems, e.g., a lip-reading system, is
established through sockets. The system can continuously
provide other systems with information of the face position
once the communication channel has been established.
Three models, i.e., skin-color model, motion model, and
camera model, have been used to achieve real-time tracking
performance.

4.1   Skin Color Model for Face Locating
The fundamental idea of skin color model has been dis-
cussed in detail in the previous. A straightforward way to lo-
cate a face is to match the model with the input image to find
the face color clusters. Each pixel of the original image is
converted into the chromatic color space and then compared
with the distribution of the skin color model. Since the skin
colors occur in a small area of the chromatic color space, the
matching process is very fast. Figure 5 shows an example of
extracting face region. Figure 5 (a) is the original image.
Figure 5 (b) gives the result of color matching. Pixels with
a high gray-scale value in Figure 5 (b) correspond to fre-
quently occurring face colors. Although the skin-color re-
gion contains the eyes and the lips, there is little difficulty to
locate a face based on the result of Figure 5 (b).

It is not always as easy as the example in Figure 5 to locate
a face, because the background may contain skin colors, too.
A variety of distributions of energy quanta of photons can
be perceived as the same color. This means that many points
in the color space representing the different physical distri-
butions of photon energy quanta can be mapped onto a sin-
gle point in the color space. In other words, the mapping
between the physical spectrum and the color space can be
many-to-one. It is impossible to locate faces simply from
the result of color matching.

Figure 5 An example of locating face by the skin-color
model

When faced with a many-to-one mapping problem, it is nat-
ural to use other mappings to eliminate uncertainties. This
requires some additional information. Three types of infor-
mation are available from a sequence of images: color dis-
tribution, geometric, and motion information. An example
of locating faces using color, size, and motion is shown in
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Figure 6. The sequence of images was taken from a labora-
tory with a complicated background. By combining color,
geometry, and motion information, three faces are accurate-
ly located.

Figure 6 Locating faces using a combination of color,
geometry, and motion information

4.2   Motion Estimation and Prediction
Under the assumption that the image intensity doesn’t
change between adjacent frames, color is an orientation in-
variant feature. By using the skin color as a feature, a trans-
lation model is needed to characterize image motion. In this
case, only one corresponding point, in theory, is needed to
determine the model parameters. In practice, two or more
points can be used for robust estimation. We can obtain
these corresponding points by the face correspondence be-
tween adjacent image frames.

Since tracking can be formulated as a local search problem,
the system can search for the feature locally within a search
window instead of the entire image. The window size and
position are two important factors in real-time tracking. A
large search window results in unnecessary searching while
a too small search window may easily lose the face. Several
factors may influence the search window size. For example,
the search window size grows with the square of the maxi-
mum velocity of the face. An effective way to increase
tracking speed is to use an adaptive search window. With a
certain zoom, the face size can be a criterion to determine
search window size. If a person is close to the camera, a
small motion may result in a large change in the image,
whereas if the person is far away from the camera, the same
motion will have less influence on the image.

Motion prediction is effective in increasing tracking speed.
The tracker only has to search small regions to find the fea-
tures as long as the predictions are reliable. Some motion
modeling techniques such as Kalman filters can help to pre-
dict future position. These methods, however, are computa-
tional expensive. A simple way of predicting the motion is
based on the current position and velocity. If the sampling
rate is high enough, the location of a point in the current im-
age and the displacement prediction based on the current
image speed produce a very good approximation for the lo-
cation in the next image.

4.3   Model-based Camera Control
In order to achieve high quality tracking performance, the
face tracker uses a Canon VC-C1 camera with pan, tilt, and
zoom control. There are two major problems with this cam-
era: (1) the camera cannot pan and tilt simultaneously; (2)
response of the camera is much slower compared to the real-
time sampling rate. We have developed several methods to
solve these problems. Instead of directly controlling the
camera, we use a socket-based server. With the server, client
code does not have to deal with complex RS-232 port and
client code can ignore the fact that the VC-C1 does not have
simultaneous pan, tilt or zoom. If we use a conventional
feedback control scheme, we can hardly achieve good per-
formance because of time-delay. To overcome time-delay,
we have developed a model-based predictive feedback
scheme as shown in Figure 7.

Figure 7 Camera control scheme: model-based predic-
tive control

A camera model is used to predict the camera motion and
compensate for egomotion. With the pinhole camera model,
the face tracker can effectively control the camera and com-
pute the egomotion. The errors caused by the model can be
reduced by feedback control.

4.4   System Initialization
Two methods can be used to initialize a tracking process.
The first method utilizes skin-colors and motion to start the
tracking process. The method is based on the assumption
that the face of the greatest interest to us is the face closest
to the camera. A general skin-color model based on prior in-
formation is used in the search process. Motion information
is used to differentiate faces from skin-colored back-
grounds. The face tracker locates all the moving objects
with skin-colors in the image, then selects the largest among
all objects to track. Once a face is found, the skin color mod-
el is adapted to the tracked face.

The second method is based on an interactive interface. The
face is selected by the user through a mouse, or a finger if a
touch screen is used. After the face is selected, the face
tracker starts with the search process from a small area
around the selected point. A general skin color model is
used for the search process. If a skin colored region is found,
the size of the search area is increased and search process is
repeated. The results from two adjacent search processes are
then compared. If the results are the same, the skin color
model will adapt to the selected face. If the results are dif-
ferent, the search process will repeat until the results from
two search process are the same.
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4.5   Tracking Faces in Real-time
Once a face is selected, the face tracker starts the tracking
process. During this process, the skin color model is used to
find the face within the search window. The motion estima-
tion and prediction are then based on the search result. The
pan, tilt, and zoom of the camera are adjusted if needed. The
skin-color model is updated in real-time based on the new
estimated parameters. If the tracking fails to find the face,
the search window size will increase until the face is found
again. The face tracker can continuously track a person
while he/she is moving freely (e.g., sitting, rising, walking).
The system has been running in our lab for about a year with
continuous improvements in performance. The current
tracking speed using an HP-9000 workstation is shown in
table 2. The table suggests that the tracking speed greatly
depends on the search window size. For example, when the
face is closer to the camera, the face image is relatively big-
ger and so is the search window size.

5  Conclusion
We have presented a real-time face tracker in this paper. The
development of the real-time face tracker is significant in
the following aspects. First, we have addressed the prob-
lems of what to track and how to track a human face in real-
time through presenting the real-time face tracker. The
methodology of developing the face tracker is useful for de-
veloping other real-time tracking systems. Second, we have
demonstrated the feasibility of modeling techniques in de-
veloping a real-time tracking system. Finally, the real-time
face tracker itself has many applications in human computer
interaction and tele-conferencing [23].
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