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ABSTRACT

In this paper, we address the problem of breast caner detection from
multi-view mammograms. We present a novel cross-view attention
module (CvAM) which implicitly learns to focus on the cancer-
related local abnormal regions and highlighting salient features by
exploring cross-view information among four views of a screen-
ing mammography exam, e.g. asymmetries between left and right
breasts and lesion correspondence between two views of the same
breast. More specifically, the proposed CvAM calculates spatial at-
tention maps based on the same view of different breasts to enhance
bilateral asymmetric regions, and channel attention maps based on
two different views of the same breast to enhance the feature chan-
nels corresponding to the same lesion in a single breast. CvAMs
can be easily integrated into standard convolutional neural networks
(CNN) architectures such as ResNet to form a multi-view classifi-
cation model. Experiments are conducted on DDSM dataset, and
results show that CvAMs can not only provide better classification
accuracy over non-attention and single-view attention models, but
also demonstrate better abnormality localization power using CNN
visualization tools.

Index Terms— Mammogram Classification, Multi-view Learn-
ing, Attention Mechanism, Deep Learning

1. INTRODUCTION

Attention is one of the most influential ideas in deep learning. In
computer vision tasks, the main objective of attention mechanism
is to enable the model to focus on task-relevant local regions and
feature channels of the input instead of treating all location and fea-
tures as equally important [1, 2, 3]. In the area of medical image
analysis, the importance of attention is even more intuitive: diag-
nosis are generally made by focused observation on small localized
abnormal regions while most of the normal image part is less im-
portant. Recent researches in medical image analysis, such in skin
lesion classification [4], thorax disease classification [5], and fetal ul-
trasound screening [6] have shown that incorporating attention mod-
ules in deep learning architectures can effectively improve classifi-
cation accuracy and the ability to locate abnormalities compared to
their standard non-attention convolutional neural networks (CNN)
model counterparts. In these approaches, the attention maps were
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(a) A typical 4-view mammography
exam. Bi-lateral asymmetries and bi-
projection co-occurrence of similar
lesion draws clinicians attention.

(b) The proposed CvAM computes
bi-lateral and bi-projection attention
maps to mimic the clinical attention
mechanism

Fig. 1: An illustration of attention mechanism in clinical mammo-
gram interpretation and the bi-lateral and bi-projection attention in
the proposed CvAM module

inferred from single images and cannot utilize cross-view informa-
tion if multiple relevant inputs are provided.

Breast cancer is the most common cancer and the second lead-
ing cancer-related cause of death among women in the world [7],
and screening mammography is the main imaging method to de-
tect breast cancer in early stage. A typical screening mammography
exam is comprised of four images: for each breast, two images are
taken from two different projection angles, namely Cranial-Caudal
(CC) from above and mediolateral-oblique (MLO) taken horizon-
tally. The 4 images are referred to as L-CC, L-MLO, R-CC and
R-MLO respectively, as shown in Figure 1 (a). In clinical practices,
cross-view information is important for finding abnormalities and
making diagnosis. Where and what to focus in one mammogram
image depend not only on the image itself, but also on other images.
We refer this behavior as cross-view attention. We conclude two
types of cross-view attention: first, asymmetric dense regions in the
same projection of two different breasts attract attention, which we
call bi-lateral attention; second, in the CC and MLO projections of
the same breast, if a radiologist identifies a lesion in one projection,
he/she will look for the same lesion in the other projection, and judge
its malignancy based on the two observations, which we referred to
as bi-projection attention.

Based on discussions above, we present in this paper a novel
cross-view attention module (CvAM) to mimic the attention mecha-
nism in clinical practices by utilizing information between different
views to force a CNN model to focus on the cancer-related local
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abnormal regions. As shown in Figure 1 (b), a CvAM takes the
intermediate feature maps of 4 mammographic views as input and
calculates spatial attention maps to identify asymmetric regions (as
shown by red arrows) based on the same views of different breasts ,
and bi-projection attention maps to identify important feature chan-
nels (as shown by blue arrows) based on two different views of the
same breast. Finally, each of the 4 input feature maps is multiplied
by its corresponding spatial and channel attention maps to output
a enhanced feature map. CvAMs can be easily integrated into stan-
dard CNN models such as ResNets [8] by inserting the them between
consecutive convolutional stages. To demonstrate the effective of
our approach, experiments of multi-view mammogram classification
are conducted on the public DDSM [9] dataset. We show that im-
proved accuracy and better interpretability are possible at the same
time by using CvAM compared with non-attention baseline and and
single-view attention models. We conjecture that the performance
gain comes from accurate attention and noise reduction by effec-
tively exploiting multi-view information.

In terms of related works, [10] and [11] addressed the problem
of whole mammogram classification by combining full image and
local lesion information. However, these approaches require pixel-
level annotations from expert clinicians for model training, which
are extremely expensive to acquire. Zhu et al. [12] formulated the
mammogram classification as a multi-instance learning problem to
force the malignancy prediction of a image dependent on sparse re-
gions without pixel annotations. This method can be regarded as
an implicit formulation of attention mechanism and does not re-
quire lesion annotation. Their approach is however based on single
images. Multi-view mammogram classification was investigated in
[10, 13, 14, 15], but these works typically concatenated multi-view
features at different convolutional stages for fusion and did not in-
volve attention mechanism. Woo et al. [3] proposed convolutional
bottleneck attention module (CBAM), which use single-view infor-
mation to infer channel and spatial attention maps. Our approach
can be regarded as a multi-view extension of CBAM in the specific
problem of mammogram classification.

Our main contribution is two-folded: First, we propose a novel
cross-view attention module (CvAM) specially designed for screen-
ing mammography classification to simulating the attention mecha-
nism when clinicians interpret 4-view mammography exams. Sec-
ond, we experimentally demonstrate that the proposed CvAM can
boost the classification performance over the non-attention baseline
and single-view attention models, and also improve lesion localiza-
tion ability although even if no location annotation was provided in
the training phase.

2. METHODOLOGY

In this section, we first introduce the proposed CvAM module and
then describe a multi-view attention-based mammogram classifica-
tion architecture by integrating CvAMs into a standard single-view,
non-attention CNN classification model.

2.1. Cross-view Attention Module (CvAM)

The input of a CvAM includes intermediate feature maps FL
CC ,

FL
MLO,FR

CC ,FR
MLO ∈ Rc×h×w for L-CC, L-MLO, R-CC, R-MLO

views, respectively. A bi-lateral attention module calculates 2-D
spatial attention maps {ACC , AMLO} ∈ R1×h×w for CC and
MLO views respectively based on the left and right feature maps
of same projection, and a subsequent bi-projection attention mod-
ule calculates 1-D channel attention maps {AL, AR} ∈ Rc×1×1

(a) Bi-lateral attention module

(b) Bi-projection attention module

Fig. 2: An illustration of the bi-lateral and bi-projection attention
sub-modules in CvAM.

for left and right breasts based on the two projection views of the
same breast. The following describes the bi-lateral and bi-projection
attention modules in detail.

Bi-lateral attention module. Given that the left and right breast
images shoot from the same projection direction are generally sym-
metric, their feature maps are roughly spatially aligned (given one
view is horizontally flipped). As a result, the bi-lateral attention
module spatially combines left and right feature maps of the same
projection to produce a spatial attention map to enhance the impor-
tance of asymmetric regions. Figure 2 (a) illustrates the generation
of spatial attention map Ap for projection p ∈ {CC,MLO}. We
first apply average-pooling and max-pooling along the channel axis
of feature maps FL

CC and FR
CC separately and concatenate them into

a 4 × h × w feature descriptor. Applying pooling operations along
the channel axis is able to highlight informative regions [16]. The
descriptor then passes through a 3× 3 convolution layer with 4 out-
put channels, an ReLU layer and another 3 × 3 convolution layer
with 1 output channel, and a sigmoid layer finally compresses the
output into an 1 × h × w spatial attention map Ap. In short, the
bi-lateral attention map of projection p is computed as:

Ap = σ(C([AP (FL
p );MP (FL

p );AP (FR
p );MP (FR

p )])) (1)

where σ is the sigmoid function, C represents the convolutional
block, and AP/MP represents the average and max pooling respec-
tively.

Bi-projection attention module. This module aims to aggre-
gate information in CC and MLO projections of the same breast to
generate attention. Figure 2 (b) illustrates the computation of atten-
tion map As from Fs

CC and Fs
MLO , where s ∈ {L,R}. As it is dif-

ficult to find spatial correspondence between images acquired from
two projection angles, we squeeze the spatial dimension of the input
feature maps. Spatial average-pooling and max-pooling are applied
to Fs

CC and Fs
MLO and the results are concatenated into a 4c×1×1

vector. This vector is then forwarded into a multi-layer perceptron
(MLP) with one hidden layer to form the c×1×1 channel attention
map As. In short, the channel attention map of side s is computed
as:

As = σ(MLP ([AP (Fs
CC);MP (Fs

CC);AP (Fs
MLO);MP (Fs

MLO)])),
(2)

where σ denotes the sigmoid function, and the MLP weights are
shared between left and right breast.
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Fig. 3: General model architecture over multi-view mammogram
classification

Finally, the feature map of each view are refined by element-
wise multiplication with its corresponding spatial and channel atten-
tion maps plus 1:

Fp
s
∗ = (1 +Ap)⊗ (1 +As)⊗ Fs

p (3)

where ⊗ denotes element-wise multiplication, and s ∈ {L,R} and
p ∈ {CC,MLO} denote a specific side and projection respectively.
During multiplication, the attention values are broadcasted: chan-
nel attention values are copied along the spatial dimension, and vice
versa. The whole process is summerized in Algorithm 1.

2.2. Multi-view mammogram classification with CvAM

A single-view non-attention CNN classification model such as
ResNet [8] can be converted into a multi-view attention-based mam-
mogram classification model by inserting CvAMs between consec-
utive convolutional stages. In this paper, we integrate three CvAMs
into a standard ResNet-50 model, one CvAm after the 3rd, 4th and
5th convolutional stage respectively, as shown in Fig. 3. A training
sample includes 4 mammogram images and their corresponding la-
bels, while the R-CC and R-MLO images are horizontally flipped to
keep the same spatial layout as their left-breast counterparts. Each
view is represented by (xs

p,y
s
p)s∈{L,R},p∈{CC,MLO} where xs

p is
the mammogram image of side s and projection p, and ysp ∈ {0, 1}
is the ground truth malignancy. Note that the ground truth label is
assigned to each breast, i.e., for each breast ysCC = ysMLO , but two
breasts of the same patient can have different label. The 4 input im-
ages make independent forward pass through shared convolutional
blocks in original ResNets, then jointly refined by CvAM. The 4
feature maps output by the last CvAM go through a global average
pooling layer to squeeze the spatial dimension to 1×1, and a shared
fully-connected layer is applied to each feature vector to make a
prediction. Finally, cross-entropy losses are calculated between
the 4 predictions and their corresponding label, and the losses are
back-propagated to compute gradient.

3. EXPERIMENTS

3.1. Dataset

The effectiveness of the proposed CvAM and multi-view attention-
based mammogram classification network is evaluated with the pub-
lic DDSM dataset [9], which contains 2620 exams of digitized film-
screen mammography in 4 views. Other publicly available datasets
such as INbreast [17] and MIAS [18] are either small in size or
do not contain all 4 views of a mammographic exam. The exams
in DDSM dataset are categorized into four classes, namely malig-
nant (914 cases), benign (870 cases), benign-without-callback (141

Algorithm 1 CvAM

Input: Intermediate feature maps of 4 views in a screening mam-
mography exam, {FCC

L ,FMLO
L ,FCC

R ,FMLO
R } ∈ Rc×h×w.

for p = CC,MLO do
Calculate bi-lateral attention Ap ∈ R1×h×w for projection p
based on FL

p and FR
p according to Equation 1.

end for
for s = L,R do

Calculate bi-projection attention As ∈ Rc×1×1 for breast s
based on Fs

CC and Fs
MLO according to Equation 2.

end for
for p = CC,MLO do

for s = L,R do
Calculate the refined feature map Fs∗

p for side s and projec-
tion p according to Equation 3.

end for
end for
Return: Refined feature maps FCC∗

L , FMLO∗
L , FCC∗

R , FMLO∗
R .

cases) and normal (695 cases). We build a binary classifier to dis-
tinguish malignant (positive) and non-malignant (negative) breasts.
Note that for most of the malignant cases, cancer only occurs in one
breast, we label the other breast as negative in these cases. The
dataset is divided into into train, validation and test sets according
to a 0.8 : 0.1 : 0.1 ratio. All the images are resized to a lower
resolution of 416× 416.

3.2. Compared methods

To show the benefits of the proposed multi-view attention mech-
anism, we compare the following single-view and multi-view ap-
proaches, involving or not attention mechanism:

• ResNet50. A standard ResNet50 model is used as a single-
view, non-attention baseline.

• ResNet50+feature concat. In[10], different approaches were
proposed and evaluated for merging CNN features of CC and
MLO views to make a single decision. We adopt their best
performing approach, i.e, the CC and MLO features output
by the global average pooling layer are concatenated and send
into a fully-connected layer for predicting the malignancy of
a breast. This approach serves as a multi-view, non-attention
baseline.

• Resnet50+CBAM. Our approach can be regarded as a multi-
view extention of the convolutional bottleneck attention mod-
ule (CBAM) proposed in [3], which also learns channel and
spatial attention maps but only from single input feature. We
integrate three CBAMs into the ResNet50 in the same way de-
scribed in Section 2.2 to form a single-view attention-based
architecture.

• ResNet50+CvAM. The proposed multi-view-attention-based
architecture by incorporating CvAM modules into ResNet50.

3.3. Evaluation protocol

For each compared approach, receiver operating characteristic curve
(ROC) is plotted as the true-positive rate versus the false-positive
rate at various thresholds. The area under the curve (AUC) is used to
measure and compare performances. For single-view methods and
the proposed multi-view attention approach, different malignancy
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Fig. 4: CAM [19] visualization results of baseline ResNet50 (second row) and CvAM-embeded ResNet50 (third row). The first rows are
input images and the lesions are marked by red circles.

Method single image CC-MLO fusion

ResNet50 Baseline 0.812 0.836
ResNet50+feature concat[10] N.A. 0.830
ResNet50+CBAM[3] 0.825 0.845
ResNet50+CvAM (proposed) 0.855 0.862

Table 1: Comparison of AUCs of different approaches on DDSM
test set. The AUCs are calculated in both single-image and CC-MLO
score fusion mode.

scores are predicted for both CC and MLO views of a breast. Com-
bining the prediction of CC and MLO views may increase perfor-
mance because each view contain unique information. We used a
simple approach of taking the average score of the two views, and
report AUCs based on both single-image and score-fusion. For the
multi-view feature fusion approach only the fusion score is provided,
since the CC and MLO views have already been fused to generate a
single score for a breast.

3.4. Results

Quantitative Analysis. The AUCs of four compared approaches
were evaluated based on single image and CC-MLO score fusion,
and is presented in Table 1. The ResNet50 baseline model achieved
a reasonable AUC of 0.812 in single image mode, compared to
the reported 0.77 AUC in [20] with the same dataset but using
AlexNet [21] as classification model. A simple CC-MLO score
fusion boosted the performance to 0.836, showing the importance of
aggregating information between two views. The multi-view feature
fusion approach obtained an AUC of 0.83, which is better than the
single-image baseline but brings less improvement than the score-
level fusion. By integrating attention mechanism, the single-view
attention approach reaches AUCs of 0.825 and 0.845 in single-image
and score fusion test respectively, showing moderate improvements
over its non-attention baselines. Finally, the proposed multi-view
attention model achieves the best single-image AUC of 0.853 of
all compared approaches, which is 3% higher than the single-view
attention model, on account of its ability to exploit both spatial and
channel attention from multi-view training examples. When the

CC and MLO predictions are fused, the AUC is further boosted to
0.862. This performance gain by score fusion is less significant as
in single-view approaches, as the inter-view information is already
used in the feature refinement process.

Network Visualization with CAM. Apart from high classifica-
tion accuracy, a ideal mammogram classification model should be
also capable of locating abnormalities even if no location annota-
tions were provided in the training phase. To understand the influ-
ence of CvAM, we apply class activation mapping (CAM) [19] to
the trained ResNet50 model and its CvAM-embedded counterpart to
visualize the areas of the image which is most indicative of cancer.
Figure 4 shows the CAM visualizations for CC and MLO views of
4 breasts in the test set which contain malignant lesions, marked out
in red circles in the first row. In case 1, a tumor is clearly visible
in a low-density breast. Both ResNet50 and the CvAM-embeded
model successfully located the lesion. In more complicated breast
images as case 2 and 3, the CAM of ResNet50 is able to located the
lesion in one view but the activation in the other view widely spread
out. The CvAM-embedded model located the lesion in both views,
showing the ability of exploiting bi-projection information. In case
4, some high-density regions of normal tissues were activated in both
views for ResNet50, while these false positives were suppressed in
the CvAM-embedded activation map. We conjecture that the bene-
fit comes from the bi-lateral attention module which references the
information in the other breast.

4. CONCLUSION

We presents a novel cross-view attention module (CvAM) which im-
plicitly learns to focus on the cancer-related local abnormal regions
and highlighting salient features by exploring cross-view informa-
tion among four views of a mammography exam. Experimental re-
sults show that the CvAMs-embedded multi-view attention model
not only out-performs non-attention and single-view attention mod-
els in classification accuracy, but also provides better lesion locating
ability. In future works, it is promising to extend the current work
by: 1) incorporating multi-scale modeling to further improve whole
mammogram classification; 2) apply mammogram registration ap-
proaches [22] to improve the spatial alignment of the left and right
breast images , such that the proposed bi-lateral attention module
may better learn the importance of asymmetric regions.
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