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ABSTRACT Radiologists worldwide use mammography as a reliable tool for breast cancer screening.
However, mammography assessment is challenging even for well-trained radiologists, leading to a pressing
need for Computer Aided Diagnosis (CAD) systems. In this work, a novel technique for the detection
and classification of breast Micro-Calcifications (MCs), which are diagnostically significant but difficult
to detect findings, is presented. The proposed method is based on the subtraction of temporally sequential
mammogram pairs, after pre-processing and image registration, followed by machine-learning. The clas-
sification was performed using several features extracted from the subtracted mammograms and selected
during training to optimize the accuracy of the results. Six classifiers were tested in a leave-one-patient-
out, 4, 5 and 10 fold cross-validation process. This technique was evaluated on a unique dataset, consisting
of temporal sequences of mammograms from 80 patients taken between 1 to 6 years apart. The resulting
320 mammograms were reviewed by 2 radiologists who precisely marked each MC location. The accuracy
of classifying MCs as benign or suspicious improved from 91.42% without temporal subtraction and an
Ensemble of Decision Trees (EDT), to 99.55% with the use of sequential mammograms and Support Vector
Machines (SVMs) with leave-one-patient-out validation. The improvement was statistically significant (p-
value < 0.005). These results verify the accuracy and the effectiveness of the proposed technique should to
be further evaluated on a larger dataset.

INDEX TERMS Breast cancer, computer-aided diagnosis, digital mammography, micro-calcifications,
temporal subtraction.

I. INTRODUCTION
Breast cancer is the most common cancer and the second
leading cause of death in women in the United States [1].
Carcinogenesis in the breast leads to an uncontrolled growth
of cells, usually forming a tumor. However, the process,
by which the cancer initially appears and later develops, can
vary between patients. For the detection of breast cancer,
radiologists use mammography as the key screening tool [2].
After the mammograms are acquired, expert radiologists
review the images to determine whether the patient has any
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signs of malignancy, followed by appropriate disease man-
agement in the case of positive findings. Current protocols
require reading of the mammogram by two radiologists (and
a third, if consensus is not reached), which is an indica-
tion of the challenges faced when attempting to identify
probable abnormalities in a mammogram. Appearance of
Micro-Calcifications (MCs), which are microscopic deposits
of calcium that commonly appear in the breast, is one of
the suspicious signs that require further investigation. Most
are benign and do not require any intervention. Nonethe-
less, Micro-Calcification Clusters (MCCs) might indicate an
increased chance to develop breast cancer. The morphology
of the calcifications is the most crucial parameter in their
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TABLE 1. Age of participants included in the dataset.

classification as benign or suspicious [3]. One of the chal-
lenges of most Computer Aided Diagnosis (CAD) systems,
is the accurate differentiation between benign and suspicious
MCs.

MCs appear as bright spots in the mammogram due to the
higher X-ray attenuation coefficient of calcium compared to
normal tissue. The contrast betweenMCs and the surrounding
tissue varies from low, in dense, to high, in fatty mammo-
grams [4]. Benign MCs are usually larger in size, rounder in
shape, smaller in number and have homogeneous sizes and
shapes.MCs suspicious for early cancer are clustered, smaller
with irregular shapes and sizes and branching in orientation.
The appearance of such MCCs, is an important sign for early
breast cancer [5], [6].

There are various studies in the literature proposing differ-
ent approaches for the detection of MCs [7]–[12]. A major
disadvantage of these approaches is that they do not compare
the recent with the older mammograms, something radiol-
ogists routinely do, and are thus unable to detect temporal
changes.

The comparison of prior and recent mammograms can
convey significant information regarding the development
and diagnostic significance of abnormalities.When a possible
abnormality in the most recent image matches the location
and appearance of a corresponding region in the prior mam-
mogram, that area, which has remained unchanged, is most
likely not suspicious. Conversely, if the anomaly is new and,
thus, changing rapidly, then that finding warrants further
investigation [13]. Prior studies have assessed the use of prior
mammograms to identify mass lesions [14]–[19]. In addition,
some studies have compared the performance of a CAD
system formass lesion detection, with andwithout using prior
mammograms [20]–[22]. These datasets contained mam-
mograms from two consecutive screening rounds. Expert
radiologists assessed the mammograms, identified the abnor-
malities (mass lesions), in both the recent and prior view,
and then single-mammogram and temporal features were
extracted for the classification. The overall results confirmed
that the temporal information enhanced the algorithm’s accu-
racy and identified subtle signs of malignancy that otherwise
might have been overlooked if the prior mammogram was
not available. Studies using temporal subtraction, rather than
comparison, are not available in the literature.

In this work, an algorithm for the automated detection and
classification of MCs, using sequential mammograms, is pre-
sented. The introduction of temporal subtraction of images
from two screening rounds increases the contrast, removes
old MCs that did not change since the previous examination,

FIGURE 1. Dataset example of a fatty mammogram. (A) Zoomed region of
a mammogram with MCs. (B) The same image with precise marking (red
dots) of annotated MC locations.

FIGURE 2. Dataset example of a dense mammogram. (A) Zoomed region
of a mammogram with MCs. (B) The same image with precise marking
(red dots) of annotated MC locations.

eliminates many False Positives (FPs) and improves the clas-
sification of the newly developedMCs [23]. The performance
of this methodwas evaluated on a dataset containing temporal
sequences of mammograms from 80 patients, for a total
of 320 images (two time points and two views of each breast).
Of those, 40 patients had at least one suspicious MC or MCC
only in the recent mammogram. The remaining 40 had only
benign MCs in both recent and prior mammograms.

The rest of the paper is organized as follows: Section II
describes the dataset (II-A) and the proposed procedure with
(II-B) and without (II-C) temporal subtraction (only on the
most recent mammograms). Section III describes the exper-
iments and results with Sections III-A and III-B containing
the results with and without temporal subtraction, respec-
tively. Section IV includes a discussion of the findings and
the main conclusions are given in Section V.

II. MATERIALS AND METHODS
This section describes, in detail, the creation of the dataset
and the proposed methodology.

A. DATASET
For the purposes of this study, a new dataset had to be cre-
ated since in publicly available databases only one round of
mammograms is available for a single patient. For that reason,
80 pairs of full-field digital sequential mammograms were
collected from 80 women following their routine screening
mammography examinations. For every subject, two mam-
mogaphic views were collected: the CranioCaudal (CC, view
from above) and MedioLateral Oblique (MLO, angled view),
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FIGURE 3. Diagram of the proposed methodology for breast MC detection
and classification using temporal sequences of digital mammograms.

for two sequential screening rounds (a total of 320 mam-
mograms). The images were collected from hospitals across
Cyprus. A radiologist, with nine years of experience, selected
and annotated the mammograms and a second radiologist
(two years of experience), validated the images. Consecutive
mammograms were collected from 2012 to 2018, with an
average of 1 to 6 years interval. The age of the participants
varied from 54 to 75, with a mean age of 62.8±5.2 years
and median age of 62. Half the cases belonged to healthy
subjects who did not present suspicious MCCs in either the
prior or the recent mammogram. In the remaining 40 pairs,
at least one suspicious MC or MCC was present in the most
recent mammogram (Table 1). This dataset not only con-
tained temporally sequential mammograms, but also included
precise annotation of each individual MC (suspicious as well
as benign) to be used as a reference, something not found in
publicly available datasets (Fig. 1& 2). The dimensions of the
mammograms were 4096×3328 pixels, in an 12-bit DICOM
format.

B. MC DETECTION AND CLASSIFICATION USING
TEMPORAL SUBTRACTION OF MAMMOGRAMS
For temporal subtraction, both recent and prior mammograms
were processed in parallel. Figure 3, shows the proposed
methodology for the detection and classification of MCs.

1) PRE-PROCESSING, REGISTRATION, TEMPORAL
SUBTRACTION AND POST-PROCESSING
The pre-processing began with the normalization of all mam-
mograms that adjusted the range of pixel intensity values.
Then, border removal was applied, to suppress the light struc-
tures connected to the border of the image using the following
function:

F(x, y) =

{
I (x, y), if (x, y) is on the border of I .
0, otherwise.

(1)

where, I is the original image and F the border areas. The
imagewas first converted to binary usingOtsu’smethod to get
the threshold. Given the dominating intensities of the pectoral
muscle and its adjacency to the image border, that region
could be isolated by removing F from the original image
[24], [25]. This is not be confused with removing bright areas
from the periphery of the breast which will be explained later.
Contrast adjustment with gamma correction was also applied
to account for the non-linear mapping of intensities in the
images as described by:

T (l) = lmax

(
l

lmax

)γ
(2)

where, lmax is themaximum intensity value of the input image
and γ is the Gamma parameter that maps the pixels toward
the darker output values [26].

Subsequently, the most recent and prior mammograms
were registered. For an effective subtraction between sequen-
tial mammograms, alignment is crucially important. Reg-
istration compensates for variations in breast compression,
changes in the shape, differences in the amount of the pectoral
muscle present in the MLO view and human error [27].
Several registration methods have been proposed [28]. For
this study, Demons [29] registration was used. Affine regis-
tration was also considered, since it is commonly used in the
literature [30], but Demons performed considerably better.
To evaluate the performance of the registration, the residual
was measured as the sum of the remaining pixels after the
subtraction. In all cases, the priormammogramwas registered
to the recent one.

Demons registration, is a technique that transforms image
pixels locally having an unlike transformation reliant on their
regional similarity and location. In contrast to the global
methods, local techniques can handle more complicated
deformations. Furthermore, this algorithm depends on seeing
the registration as a diffusion process influenced by optical
flow formulation and sometimes includes regularization to
assure smoothness and continuity [29]. Demons registration
can be represented as the energy function with respect to the
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update field u, using fixed image F , moving image M and a
transformation field s, as follows:

Escorr (u) = ||F −M o (s+ u)||2 +
(
σ 2
i

σ 2
x

)
||u||2 (3)

where, σ 2
i is the noise on the image intensity and σ 2

x the spa-
tial uncertainty. Using Taylor expansion, (3) can be linearized
and the energy functionwill reach itsminimumwhen gradient
descent is zero. The registration must be solved iteratively,
as the update field is based on local information [31].

Once the images were registered, temporal subtraction
was performed. The registered mammogram (prior) was sub-
tracted from the recent one thus removing regions that have
not changed since the prior screening. To determine the
effectiveness of the subtraction, the Contrast Ratio (CR) of
the subtracted image was measured and compared to the
CR of the most recent mammogram without subtraction.
The ability of subtraction to increase the image contrast was
evaluated. In addition, the effectiveness of the subtraction to
remove MCs that have not changed since the prior screening,
an important step in reducing FPs, was also assessed. To elim-
inate high intensity regions that might result in areas falsely
identified as MCs, high intensity areas on the periphery of
the breast were removed. This area corresponds to the skin of
the breast, which can not contain MCs, but is not completely
removed by registration and subtraction due to misalignment.
The skin regions are not removed by border removal since
they are not adjacent to the image border. However, these
areas can be automatically removed by detecting the breast
periphery from a binary image of the entire breast and sub-
sequently removing all the high intensity regions that fall on
the periphery.

2) FEATURE EXTRACTION AND SELECTION
A range filter, a local pixel-based filter where every output
pixel consists the range value between the maximum and
the minimum of a 3-by-3 neighbourhood for every equiva-
lent pixel, was applied [32]. The sub-range was computed
by ordering the N pixels inside the window based on the
intensity,

(f1, f2, . . . , fN ) (4)

where,

(f1 ≤ f2 ≤ . . . ≤ fN ) (5)

and then subtracting the intensity values for two selected
positions (i and j) within this list such as that;

range(j, i) = fj − fi 1 ≤ i < j ≤ N (6)

Next, the image was converted to binary by thresholding
to remove low intensity areas. The threshold value was set
relatively low to remove only the areas that definitely did
not belong to MCs. The value was selected by optimizing
the global classification rate. Lastly, the binary image was
morphologically processed. The first operation was opening,
with a radius of 1 pixel, which is smaller than the radius

TABLE 2. Details of extracted features for the detection and classification
of MCs.

of a typical MC. Opening removed isolated pixels that did
not correspond to MCs in the binary image. Then closing
was applied, with a radius of 5 pixels, which connected all
grouped pixels together in order to connect the constituents of
the MCCs. The proposed algorithm considered the remaining
regions as possible MCs.

As with most CAD algorithms, there was a large number
of FPs at the detection stage [33]. To eliminate the FPs and
identify the true MCs, machine-learning, with 24 features
extracted from the subtracted image, was performed. Those
features were selected for their capability to identify MCs
based on their various characteristics.

Shape features: One important factor for the radiological
diagnosis of MCs, is their morphology. Additionally, shape
characteristics can differentiate benign and suspicious MCs
[34]. In all, 12 shape-based features were extracted for each
region (Table 2).

Intensity-based features: MCs appear as bright regions
on the mammogram with higher intensity values than their
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FIGURE 4. Effect of pre-processing on dense (1) and fatty (2) mammograms. (A) Most recent mammogram without any processing. (B) Zoomed region
marked by the green square in A, showing an area without MCs. (C) Zoomed region marked by the red square in A, showing an area with benign MCs.
(D) Recent image after normalization. (E) Recent image after border removal. (F) Final pre-processed image after gamma correction. (G) Zoomed region
marked by the green square in F, showing the same area as (B), after the pre-processing. (C) Zoomed region marked by the red square in F, showing
the same area as (C), after the pre-processing.

TABLE 3. Elimination of old MCs that appear in both screening rounds, in dense and fatty mammograms.

surroundings. Therefore, intensity and pixel-based features
can be useful for their characterization. Two intensity features
were extracted (Table 2).

First-Order Statistics features (FOS): The texture
of a region can provide important information regard-
ing the distribution of the gray levels of the pixels [35].
In total, 6 FOS features were calculated for every region
(Table 2).

Gray Level Co-occurrence Matrix (GLCM) features:
GLCM features provide significant information concerning
texture distribution. The GLCM was estimated from the
image by measuring the pairwise statistics of pixel inten-
sity [36]. Four features were evaluated for the classification
procedure (Table 2).

Feature selection was necessary to remove insignificant
and unnecessary features and increase the performance of
the classifier. For an initial selection of statistically signif-
icant features, two algorithms were utilized: hypothesis test
(t-test) [37] andmultivariate analysis of variance (MANOVA)
[38], to identify the features with the bigger contribution
based on the training data. Using these approaches, the most
statistically significant features (p < 0.01) were selected.

The optimal combination of features was determined during
the classification process by optimizing the accuracy of the
results during training.

3) CLASSIFICATION
Different classifiers for the elimination of FPs and the clas-
sification of MCs as benign or suspicious, are proposed in
the literature [7]. In this study, six classifiers were evalu-
ated: Linear Discriminant Analysis (LDA) [39], k-Nearest
Neighbor (k-NN) [2], Naive Bayes (NB) [40], Support Vec-
tor Machines (SVMs) [41], Decision Trees (DTs) [42] and
Ensemble of Decision Trees (EDTs) [43].

For the training of the classification procedure, mam-
mograms were used in a Leave-One-Patient-Out process
(L-O-P-O). During each round, the mammograms from one
patient (CC and MLO views of the most recent and prior
mammograms) were used as the test sample and the remain-
ing patients were used for the training and the selection of
the best features by analyzing those that resulted from the
previous feature selection method, until all the cases were
classified. This approach is of critical importance to avoid
any bias, from including information from the ‘‘unknown’’
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FIGURE 5. Improvement of the CR and subtraction of pre-existing MCs. (A) Most recent mammogram. (B) Prior mammogram.
(C) The result of subtracting the registered version of B from A. (D)-(F) Zoomed regions marked by the red squares in A-C. In this
example, the CR has increased 92 times after subtraction. The red squares in D-F correspond to the zoomed images (G)-(I) and
show a new suspicious MC cluster, which was not subtracted. On the contrary, the green squares, which correspond to (J)-(L), show
a pre-existing benign MC, which was completely subtracted.

FIGURE 6. Plot comparing the contrast ratio (logarithmic scale) between
the unprocessed recent image and the image created from the temporal
subtraction, for dense and fatty mammograms.

patient, during the classification process. For comparison,
k-fold cross-validation was also considered in order to exam-
ine the generalization of the algorithm. All the folds had
the same number of patients, since the k-fold was created
with the patients and not the regions. Initially, the clas-
sifiers were trained and tested for the elimination of FPs
resulting from the erroneous identification of normal tissue
as MCs in the previous steps. Subsequently, the classifiers
were trained and tested to classify the true MCs as benign or
suspicious.

The performance of each classification, with and without
temporal subtraction, was evaluated by measuring sensitivity,
specificity, accuracy and the Area Under the receiver operat-
ing characteristics Curve (AUC).

TABLE 4. Selected features for the classification of possible MCs as
normal tissue or true MCs (1st round) and of the true MCs as
benign or suspicious (2nd round), with and without temporal subtraction.

C. MC DETECTION AND CLASSIFICATION USING ONLY
THE MOST RECENT MAMMOGRAMS
For comparison purposes, the detection and classification
of MCs was also performed using only the most recent
mammograms (without temporal subtraction). The goal was
to confirm that despite the elimination of the overlap-
ping MCs, temporal subtraction increases the diagnostic
accuracy of the two classification rounds. For the results
to be comparable, the same procedures as before were
followed. Normalization, pre-processing, post-processing
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TABLE 5. Comparison of the accuracy (AC), sensitivity (SE) and specificity (SP) of the algorithm using temporal subtraction and leave-one-patient-out,
with and without feature selection. In all cases the selection of features resulted in statistically significant improvement at the performance with p < 0.01.

TABLE 6. Comparison of the classification results of the possible MCs as
normal tissue or true MCs with temporal subtraction (TS) of
mammograms and using only the most recent mammograms (RM).

(filtering, thresholding, morphological operations) and then
machine-learning (feature extraction, feature selection and
classification) were optimized for FP removal and MC
characterization as benign or suspicious, for the single
mammogram case.

III. EXPERIMENTS AND RESULTS
A. MC DETECTION AND CLASSIFICATION USING
TEMPORAL SUBTRACTION OF MAMMOGRAMS
1) PRE-PROCESSING, REGISTRATION, TEMPORAL
SUBTRACTION AND POST-PROCESSING
Pre-processing was performed on all images as described
in Section II. Figure 4 illustrates the effects of the pre-
processing on dense and fatty mammograms, in regions with
and without MCs. Demons registration successfully tracked
the temporal MC changes, without introducing any errors.
The residuals of the subtraction confirmed that this approach
consistently removed unchanged information for both dense
and fatty breasts (3.6% vs. 1.82% residual). The performance
of the temporal subtraction was evaluated using the CR of

TABLE 7. Comparison of the classification results of the true MCs as
benign or suspicious using temporal subtraction (TS) of mammograms
and using only the most recent mammograms (RM).

the resulting image as compared to the recent mammogram
(Fig. 5 & 6). The average CR of the subtracted images was
significantly higher (63 times) than that of the corresponding
recent ones. The background and other unchanged details
were effectively removed and the images were enhanced.

Another advantage of temporal subtraction was the
removal of old MCs, which have remained unchanged and
do not pose any threat to the patient. Table 3, shows that there
was a 23.85% reduction in the number of MCs after temporal
subtraction of sequential mammograms, in a total of 26.33%
overlapping MCs. This effect is also illustrated in Fig. 5.

2) CLASSIFICATION
For the elimination of FPs, the most valuable features,
extracted from the difference image, are shown in Table 4.
Applying those in an EDT model with L-O-P-O validation,
achieved 99.02% accuracy and 0.94 AUC (Tables 5 & 6) for
the identification of the true MCs. As seen in Fig. 7, using
4, 5 and 10 fold cross-validation resulted in lower accuracy
due to the smaller dataset. For the classification of MCs as
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FIGURE 7. Classification results of the possible MCs as normal
tissue or true MCs using temporal subtraction of mammograms, for each
classifier and different validations.

FIGURE 8. Classification results of the true MCs as benign or suspicious
using temporal subtraction of mammograms, for each classifier and
different validations.

benign or suspicious, a SVMmodel reached 99.55% accuracy
and 0.99 AUC (Tables 5 & 7), using the features indicated
in Table 4 and L-O-P-O validation. Applying 5 and 10 fold
cross-validation (Fig. 8) dropped the performance due to the
lack of suspicious MC data. The selection of features resulted
in statistically significant improvement of the performance as
shown in Table 5.

B. MC DETECTION AND CLASSIFICATION USING ONLY
THE MOST RECENT MAMMOGRAMS
Using the same feature selection methods, the best fea-
tures for single mammogram MC detection were selected
(Table 4). Table 6 shows the classification results for the elim-
ination of FPs using six classifiers in a L-O-P-O validation
and the features extracted from the most recent image. From
the 443 true MCs, 131 were missed (benign and suspicious)
and 434 normal regions were falsely identified as MCs. The
accuracy, using an EDT model, was 87.10% and the AUC
was 0.77. With the implementation of 4, 5 and 10 fold cross-
validation the performance was considerably lower (Fig. 9).

The trueMCswere subsequently classified as benign or sus-
picious and the results are presented in Table 7. EDTs
achieved 91.42% accuracy and 0.79 AUC with L-O-P-O val-
idation. However, 3 benign MCs were incorrectly identified
as suspicious and 35 suspicious regions were misclassified as
benign. The best performancewas achieved using the features
indicated in Table 4. With 5 and 10 fold cross-validation the
performance dropped in terms of sensitivity, specificity and
accuracy (Fig. 10).

FIGURE 9. Classification results of the possible MCs as normal
tissue or true MCs using only the most recent mammograms, for each
classifier and different validations.

FIGURE 10. Classification results of the true MCs as benign or suspicious
using only the most recent mammograms, for each classifier and different
validations.

IV. DISCUSSION
In this paper, the advantages of temporal subtraction on pairs
of sequential mammograms from 80 patients were investi-
gated, after registration between the most recent and prior
mammograms. Temporal subtraction alone can improve con-
trast and provide better visualization. After pre-processing,
registration and temporal subtraction, the contrast of the sub-
tracted images increased 63 times, compared to the recent
mammogram without processing. This contrast improvement
can help radiologists identify possible abnormalities easier
and faster, since the background and other unchanged regions
are removed.

Temporal subtraction also eliminated old MCs and fed the
classifier with only the newly developed ones. This step is
crucial since the proposed algorithm identifies and then dis-
cards all overlapping MCs, to assure that only newMCs have
to be evaluated. If the evaluation is to be performed manually,
this saves the radiologist effort and time by focusing only
on new information without having to refer back to the old
mammograms.

The highest classification accuracy (99.02%) was achieved
with EDTs for the elimination of FPs (Fig. 11), using an opti-
mized set of features and L-O-P-O validation. The majority
of the FPs were effectively removed and only 26 MCs were
misclassified as normal regions. Furthermore, SVMs pro-
vided 99.55% accuracy in the classification of true MCs
as benign or suspicious using L-O-P-O cross-validation
(Fig. 12). Only 1 malignancy was misclassified as benign out
of a total of 85. Additionally, 1 benign MC was incorrectly
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FIGURE 11. Classification of possible MCs as normal tissue or true MCs.
(A) Most recent mammogram, with green circles around the false
positives (FPs) and red circles in the true MCs. (B) Zoomed view of A,
in selected areas. (C) Most recent mammogram after the elimination of
FPs. (D) Zoomed view of C, in selected areas.

categorized as suspicious. Such high accuracy exemplifies
the effectiveness of the proposed algorithm which is far
superior compared to using only the most recent mammo-
gram. Specifically, the average accuracy of classifying true
MCs as benign or suspicious, improved by 8%. This improve-
ment was statistically significant with p-value < 0.005.
In all cases, implementation of k-fold cross-validation,

using k = 4, 5 and 10, resulted in a drop in the performance.
This can be explained by the limited number of data. The
dataset included 443 MCs, of which only 85 were suspicious
thus limiting the effectiveness of the training. Hence, the per-
formance is expected to improve as the size of the dataset
increases.

The comparison of the proposed method with other algo-
rithms is not straightforward since this is the first time that
temporal subtraction of mammograms and elimination of
overlapping MCs was applied. A new and unique dataset
was created for the purposes of this study since all publicly
available databases related to mammography include only
recent mammograms for each patient. Some studies have
compared the performance of their algorithms with and with-
out using prior mammograms [20]–[22] for the characteriza-
tion of mass lesions. Their results (AUC 0.88 [20], AUC 0.77
[21], AUC0.90 [22]) indicate that the use of temporal features
is an effective approach to improve the detection of masses.

A weakness identified in many studies, is in the pro-
cedure of the verification of the algorithms’ performance.
Using cross-validation by randomly dividing the MCs into
a training and a test set, or using parts of the same areas as
a test set and as a training set, is inappropriate since it can
introduce bias. In this study, a more appropriate approach
was adopted dividing the patients into training and test groups
for the L-O-P-O and k-fold cross-validation. A drawback of
this study is the relatively small dataset. In addition, although

FIGURE 12. Classification of the true MCs as benign or suspicious.
(A) Most recent mammogram, with green circles around the benign MCs
and a red circle around the suspicious MC. (B) Zoomed view of A, in an
area with benign MCs. (C) Zoomed view of A, in an area with suspicious
MCC.

the suspicious MCs were identified by two expert radiolo-
gists, differences might appear if more experts perform the
same task.

V. CONCLUSION
A new method for the detection and classification of MCs on
pairs of temporally sequential mammograms was developed.
The goal of this work was to combine temporal subtraction
with machine-learning in order to increase the CR, remove
the old MCs and improve the accuracy of the MC classifi-
cation. Pre-processing, registration and post-processing were
combined to efficiently and effectively subtract the mam-
mograms and improve the MC detection. Machine-learning
techniques were used to eliminate the large number of FPs
and classify the MCs as benign or suspicious. The proposed
method outperforms algorithms without the use of temporal
subtraction, as it achieves 99.02% accuracy for the detection
of true MCs and 99.55% accuracy for the classification of
MCs as benign or suspicious.

Encouraged by this initial success, the technique will be
further tested on a larger dataset with more representative
age samples. Furthermore, the algorithm can be generalized
to other kind of abnormalities (i.e. mass lesions) in mam-
mograms and can provide predictions for the development
of new findings in the following screening rounds. Such
advancements have the potential to significantly contribute to
the development of automated CAD systems, offer invaluable
assistance to radiologist and impact patient prognosis.
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