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ARTICLE INFO ABSTRACT
Keywords: Inspired by the recent success of large language models (LLMs) in the general domain, many large multimodal
Mammogram models, such as vision-language models, have been developed to tackle problems across modalities.

Multimodal foundation model
Vision-language model
Breast cancer

Medical Q&A

Diagnostic assistance

In the realm of breast cancer, which is now the most deadly cancer worldwide, mammography serves as
the primary screening approach for early detection. There is a practical need for patients to have a diagnostic
assistant for their follow-up Q&A regarding their mammography screening. We believe large vision-language
models have great potential to address this need. However, applying off-the-shelf large models directly in
medical scenarios normally provides unsatisfactory results.

In this work, we present MammoVLM, a large vision-language model to assist patients with problems
related to mammograms. MammoVLM has a sparse visual-MoE module that attends to different encoders based
on the densities of the input image. Besides, we build a novel projection module, UMiCon, that leverages
unimodal and multimodal contrastive learning training strategies to improve the alignment between visual
and textual features. GLM-4 9B, an open-source LLM, is attached after previous multimodal modules to
generate answers after supervised fine-tuning. We build our own dataset with 33,630 mammogram studies
with diagnostic reports from 30,495 patients. MammoVLM has shown extraordinary potential in multi-round
interactive dialogues. Our experimental results show that it has not only beaten other leading VLMs but also
shows a professional capability similar to that of a junior radiologist.

1. Introduction Large language models (LLMs), such as ChatGPT, have recently
achieved remarkable success, significantly enhancing applications like

According to WHO, breast cancer has surpassed lung cancer as the chatbots and Al agents. Their power stems from the ability to process

world’s number one cancer in terms of morbidity and mortality in
2020 [1]. Mammography screening is the most cost-effective method
for early detection of breast cancer, with approximately 48 million
mammograms performed annually in the U.S. It has been reported
that the U.S. radiologists ranged from 66.7% to 98.6% for sensitiv-
ity and from 71.2% to 96.9% for specificity in mammogram-based
breast cancer diagnosis [2]. During a patient’s visit to the radiology
department of a hospital, she usually has both mammography screening
performed and a corresponding diagnostic report from the radiologist
presented. Though this would normally be considered a closed cycle
of one mammography diagnosis, patients still have concerns and un-
certainties over their examination. This is why a diagnostic assistant is
needed for follow-up Q&A. Patients may need a Chatbot with questions
related to text only (language model) or related to mammograms
(vision-language model).
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and generate human-like text by analyzing vast amounts of data. These
models are trained on a large corpus of text, which allows them to
learn the statistical patterns and structures of language, enabling them
to generate coherent and contextually appropriate text. Their strength
lies in their ability to understand and produce human-like text [3,4].
On the other hand, multimodal large models, especially vision—
language models (VLMs), have been developed to tackle problems
beyond texts. They integrate computer vision and natural language
processing (NLP) capabilities into a unified framework. These mod-
els can understand and generate descriptions of visual content and
use natural language to guide the interpretation of visual data. This
allows them to perform tasks that require an understanding of both
visual and linguistic content, such as image captioning, visual question
answering, and text-to-image generation. Vision-language models can
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transfer knowledge between modalities by learning the correlations
between visual and linguistic data. VLMs can be applied to a wide
range of practical tasks, such as helping visually impaired individuals
understand the content of images, enhancing search engines with image
and text queries, creating realistic images from textual descriptions, and
more. The power of large vision-language models lies in their ability
to bridge the gap between visual and linguistic information, enabling
machines to understand and generate content in a way that is more
similar to human cognition [5,6].

In this work, we aim to fully explore the cross-modality power
of a large vision-language model, MammoVLM, to operate as a diag-
nostic assistant for Mammogram-related Q&A. Patient with her mam-
mograms in hand often remains unsettled questions unsolved, for in-
stance, whether and when should she follow up her screening [7].
With MammoVLM, patients can ask the questions related to their
mammograms.

Since we do not find a similar mammography-related Q&A dataset,
we collect our own dataset with 33,630 mammogram studies with
diagnostic reports from 30,495 patients. All experiments and training
are conducted within this dataset. In order to compare the perfor-
mance of our model, we develop two sets of comparisons: open-source
vision-language models and State-Of-The-Art LLMs connected after
our visual-MoE + projection module (UMiCon). We design subjective
and objective experiments for comparison. For the subjective part,
thirty-eight patients are invited to provide their questions regarding
their mammograms. We ask eight senior radiologists to evaluate an-
swers generated by each model from aspects of correctness, rationality,
helpfulness, and professionalism. As for the objective comparisons,
we conduct ablation studies on different components of MammoVLM.
Besides, to further prove the value of UMiCon as a projection module,
we evaluate its classification performance separately with the designed
pre-training task.

In conclusion, MammoVLM has four major contributions:

1. A sparse visual Mixture-of-Experts with three visual encoders,
CLIP [8], ConvNeXt-Tiny [9], and Dinov2 [10] that processes
mammograms with various densities. A tiny and efficient classi-
fier will pre-process the mammograms and determine the correct
encoder. Then, a visual representation will be transferred to the
LLM before a projection module with better alignment.

2. A novel projection module, UMiCon, trained with unimodal and
multimodal contrastive learning that bridges the gap between
visual and textual modalities. In order to perform an ideal pre-
training for UMiCon, we designed a classification task between
BI-RADS 3 and 4, the most difficult BI-RADS to classify, to pre-
train UMiCon. Due to the lack of high-quality Q&A pairs, we turn
to mammograms and their existing corresponding diagnostic
reports in this task.

3. We use GLM-4 9B [11] as the initial LLM. It is connected with
the previous multimodal blocks and trained with supervised fine-
tuning to generate final answers. Without training, it provides
three answers with regard to the same question. Junior radiolo-
gists correct the common sense errors inside those questions, and
senior radiologists pick the best answer based on its correctness
and professional level. These Q&A pairs are the training data for
the whole MammoVLM.

4. MammoVLM has not only beaten other leading VLMs by a no-
ticeable margin but also shows a professional capability similar
to that of a junior radiologist.

2. Related work
2.1. Large foundation models

Large foundation Models, encompassing architectures like Diffusion
models [12], Transformer [13], BERT [14], DALL-E [15], GPT [16],
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GLM [11], and others [17-19], are grounded in deep learning and
leverage transfer learning techniques. Often pre-trained or
self-supervised, these models are generally trained on vast and varied
datasets, enabling their versatility for a broad spectrum of subsequent
applications through transfer learning. Their efficacy is largely due
to the extensive scale of data they are trained on. In the realm of
computer vision, large foundation models have advanced numerous
image-related tasks, including reconstruction of natural images [20],
object detection [18], segmentation [21], and classification [22]. They
also hold significant potential in the field of medical imaging, where
they can be applied to various imaging modalities such as X-rays [23],
MR, CT scans [19], and more. By training large foundation models on
a wide range of medical data from different sources and modalities,
these models can accumulate a wealth of medical knowledge, making
them highly adaptable for multiple tasks within medical imaging.

2.2. Vision-language models

Large vision-language models (VLM) are part of large foundation
models and have been a topic of intense research and development in
recent years, with several notable works advancing the field [8,15,24-
27]. CLIP [8] learns to match images to their corresponding text
captions without using any classification labels and can be fine-tuned
for a wide range of visual classification tasks simply by providing it
with text prompts. DALL-E [15] generates images from textual de-
scriptions. It combines a language model with an image generation
model, allowing it to create images corresponding to complex text
prompts. ALIGN [26] is pre-trained on a billion image-text pairs. It
uses a simple and efficient approach for contrastive learning, which
allows it to scale to such a large dataset. ALIGN performs strongly on
various downstream tasks, including image classification, text-to-image
retrieval, and zero-shot image classification. FLAVA [27] combines
three pre-training objectives: language modeling, visual recognition,
and joint image-text modeling. It aims to align and integrate represen-
tations from both modalities, achieving strong performance on various
vision-language tasks. Besides, during the past year, VLMs based on
pre-training research such as Qwen-VL [28], Yi-VL [29], CogCoM [30],
CogVLM [31], BLIP-2 [32], LLaVA [33], and Vary [34] have been
consistently pushing the performance boundaries across a spectrum of
downstream tasks. These models and methods represent the cutting
edge of vision-language research and are driving the development of
applications. The crucial common focus of these methods is the align-
ment approach bridging the representation gap between modalities.
Thus, one major contribution of our proposed MammoVLM is the novel
projection module, UMiCon.

2.3. Large foundation models for medical research

Large foundation models for medical research are always trained/
fine-tuned with clinical data, including digital medical imaging (X-rays,
CT scans, MR, etc.), user-upload images, clinical metadata, and clinical
reports. Among them, vision-language models (VLMs) for VQA tasks
account for a major part [35,36]. Image Content VQA (generating ques-
tions based on entity and table information in the medical reports) and
Clinical Reasoning VQA (generating multiple-choice and short-answer
questions related to disease diagnosis, staging, and treatment advice)
are two mainstream tasks for VQA tasks. PubMedCLIP [37] is a dual-
stream model based on CLIP, pre-trained on ROCO and fine-tuned on
SLAKE and VQA-RAD for VQA. Similarly, BiomedCLIP [38] is based on
CLIP, pre-trained on PMC-15, and fine-tuned on VQA-RAD and SLAKE
for VQA. Med-Alpaca [39], a biomedical foundational model using
DePlot or Med-GIT trained for visual interpretation and LLaMA-7B for
language understanding, fine-tuned on medical question-answer pairs.
HuaTuo tunes the LlaMA specifically with Chinese medical knowl-
edge [40] . LLaVa-Med [41], on the other hand, is a single-stream
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Generated Answer:

Malignant breast calcifications
can be caused by prior breast
cancer treatments, such as
breast cancer surgery. In your
case, calcifications are likely
benign with the probability of
malignant under 10%. The
calcium deposits do not meet
malignant criteria. Thus, it's not
likely that the calcification will
turn malignant in the near future.

Fig. 1. Architecture of our MammoVLM. It consists of visual-MoE as the image encoder, UMiCon as the visual-textual projection module, and an LLM that generates the final

answer.

Feed the image to cLiP i
ResNet-50 | “gitferent encoder based ConvNeXt-Tiny
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on its density
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Fig. 2. Illustration of our Visual-Mixture-of-Experts (Visual-MoE). Based on the den-
sities of input mammograms, ResNet-50 operates as a tiny selector of the encoders
afterward.

model using CLIP for visual features and LLaMa-7B for language un-
derstanding, fine-tuned on PMC-15 for VQA. We follow the same
fashion as these previous works, leveraging both mammograms and
their corresponding diagnostic reports, and build MammoVLM to tackle
mammography-related diagnostic questions.

2.4. Mammography screening

Previous works of mammography screening are mostly developed
with mammograms only [42-47]. In contrast, we build a multimodal
model with inputs from both mammograms and diagnostic reports,
namely UMiCon. UMiCon operates as the projection module within
MammoVLM and is pre-trained with the classification task between
BI-RADS 3 and 4. To best leverage information from both modalities,
we first set up an unsupervised learning stage to improve the model’s
representation ability as in Fig. 3. During this stage, we conduct con-
trastive learning for both unimodal and multimodal branches, whose
effectiveness has been widely proved in recent studies on medical
images [48-54]. Then, the supervised learning stage carries on. In this
stage, we design a simple yet effective cross-modal fusion strategy.
Also, we add a cross-modal contrastive learning head to search for
an ideal embedding space. It further improves the UMiCon’s learning
ability over these fused features.

3. Methodology

Overall, the MammoVLM is a VQA system that provides answers
based on questions and mammograms from the patients. Fig. 1 demon-
strates the overall framework of MammoVLM. It has a sparse visual-
MoE that processes the mammograms and generates visual features. A
projection module UMiCon, pre-trained in a specific multimodal task,
aligns visual features with textual features. GLM-4 9B [11] generates
the final answers. Note that the same LLM without any fine-tuning is
also used to prepare training and testing data in the first place, which
will be explained in Section 4.1.1.

3.1. Visual-MoE

There are different density categories for mammograms: being al-
most entirely fatty (A), having scattered areas of dense fibroglandular

breast tissue (B), having many areas of glandular and connective tissue
(C), or being extremely dense (D) [55]. Due to the variation among
these densities, it is practical to select different encoders for deep
learning models based on different densities [56]. The sparse Mixture-
of-Experts (MoE) architecture offers a scalable, efficient, and flexible
solution for encoder selection, enabling the construction of large foun-
dation models while preserving computational efficiency. Thus, we
adopt a visual-MoE to process the mammograms, as illustrated in Fig. 2.
We experiment with different visual encoders and select three which
are most sensitive to densities. Based on Table 6, CLIP [8] performs best
for category A breast, ConvNeXt-Tiny [9] generates the best features
for category C and D, and Dinov2 [10] is best for category B. Thus,
we add a tiny selector, ResNet-50, functioning as a density classifier
to process the input mammograms first before sending them to one
of the visual experts. We train ResNet-50 with the labels of densities
within our dataset. After determining the density category of the input
mammogram, it proceeds the image into one of the encoders. The
results of the sparse MoE as well as the accuracy of classifier ResNet
50 have been presented in the Table 6 and Section 5.2.

3.2. Pre-training the projection module UMiCon

The visual features generated by Visual-MoE should be aligned with
textual features in order to be sent into LLM afterward. Developing a
projection module to complete this alignment is of great significance. In
this section, we explain how we utilize both Unimodal and Multimodal
Contrastive learning to pre-train a projection module, UMiCon.

3.2.1. Pre-training task selection: BI-RADS 3 vs. 4

Collecting enough amount of Question-Answer pairs related to
mammography screening for pre-training is highly unpractical. The
consistency of Q&A pairs is also hard to maintain. As we have col-
lected a sufficient amount of mammograms with their corresponding
diagnostic reports, which are also related to textual data, we leverage
mammogram-report pairs to pre-train UMiCon as our projection
module.

When designing the pre-training task for UMiCon, we target the
most challenging BI-RADS classification task, BI-RADS 3 vs. 4. Accord-
ing to the ACR’s Breast Imaging Reporting and Data System (BI-RADS)
criteria [57], breast lesions in mammography are divided into BI-
RADS 0~6; BI-RADS 0 is an incomplete assessment; BI-RADS 1 finds
no lesions during the examination, and its malignancy probability is
almost 0, which is the same as BI-RADS 2; BI-RADS 5 lesions have
malignancy possibilities of > 95%; lesions confirmed to be malignant by
biopsy are classified as BI-RADS 6. Unlike these BI-RADS categories, the
benignity or malignancy is almost certain; BI-RADS 3 and 4 bring many
more diagnostic difficulties and inconsistencies between diagnosers.
BI-RADS 3 refers to a malignancy possibility of < 2%; BI-RADS 4
lesions have a malignancy probability of 2% to 95% and are divided
into three subtypes: 4 A, 4B, and 4C. Nearly all misclassifications for
mammography screening happen between BI-RADS 3 and 4. In real
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Fig. 3. UMiCon pre-training: Unsupervised learning stage.

clinical scenarios, 0.9% to 7.9% of suspected benign lesions evaluated
in BI-RADS 3 are diagnosed as malignant after surgery [58,59]. On the
other hand, 70% of the false positives in mammography happen from
BI-RADS 4. This brings problems of over-diagnosis and over-treatment.

The challenge of distinguishing between BI-RADS 3 and 4 under-
scores the value of this classification task. To address this, we formulate
the task in a multimodal way, leveraging both mammograms and
diagnostic reports from these two BI-RADS categories. This method
enhances the capability of our projection module to bridge the gap
between visual and textual data modalities. Consequently, we focus on
pre-training UMiCon specifically for the classification of BI-RADS 3 vs.
BI-RADS 4. The motivation and importance of this task are discussed in
Section 1 and 4.1.3. We dedicate Table 7, Table 8, and Section 5.3 to
present results of UMiCon on this pre-training task and its effectiveness.

3.2.2. UMiCon structure

UMiCon has a pooling layer and flatten operation that maps the
visual features to a six-layer MLP within it. The overall framework of
the UMiCon’s pre-training is illustrated in the below figures. Fig. 3
shows the unsupervised learning stage. The resulting image encoder,
text encoder, projection layer, and UMiCon are then transferred to the
supervised learning stage as presented in Fig. 4. We further elaborate on
both phases in the following subsections.

3.2.3. Unsupervised learning stage

As shown in Fig. 3, during this stage, inputs are mammograms and
their corresponding diagnostic reports pairs from the same patients.
Two branches are carried out simultaneously, one responsible for uni-
modal contrastive learning and the other for multimodal contrastive
learning.

Unimodal contrastive learning branch The input mammogram
is sent into the random mask module, in which a mask accounting
for 8% of the image area is randomly added twice, generating a pair
of input images. The mask is a square and locates strictly inside the
input image. Then, the branch is carried out by the Siamese contrastive
learning module, which consists of a Siamese encoder (red block in
Fig. 3) and a Siamese projection module (UMiCon in Fig. 3). The pair
of input mammograms are simultaneously fed into the shared-weight
encoders. UMiCon then projects the encoded features into two 1-D
vectors representing their class’s likelihood. The contrastive loss [60] is
designed to draw the samples from the same class closer and separate
the samples from different classes farther apart in the projected space.

Given a pair of input images (I, I’), we use the regular L2 distance in
the loss function and set margin as 1:

D? ifl; =1p
L, I = L 1
(.19 { max (0, margin — DY*  if I; #1p, )
where
D= ”Psia(‘fsia(l)) - psia(gsia(l/))|| L2° (2)

and &,(-) and Pg,(-) denote the Siamese encoder and Siamese pro-
jection module, respectively; /; and [/;, indicate the corresponding
BI-RADS labels. The loss for a batch of N image pairs can be simply
defined as Ly, = Zf\:] L, 1)). In this case, samples always belong to
the same class as they are augmented from the same image. The image
encoder here is ConvNeXt-Tiny [9].

Multimodal contrastive learning branch The same input image,
as that of the unimodal branch, will pass through the image encoder
and UMiCon sequentially, which share weights with those in the uni-
modal branch. The corresponding diagnostic report is encoded by a text
encoder MacBERT-base [61], a satisfying text encoder specifically for
Chinese. The extracted text feature is then linearly projected by the
projection layer (gray block in Fig. 3) to dimension C, consistent with
the image feature. These two 1-D vectors represent different modalities,
images and text. Lastly, multimodal contrastive learning across these
vectors operates with the same algorithm described in the unimodal
branch.

3.2.4. Supervised stage

The inputs of this stage are mammogram-diagnostic report pairs
from various patients in our dataset, of which BI-RADS labels are avail-
able. The image encoder, text encoder, projection layer, and UMiCon
(red, purple, gray, and black blocks in Fig. 4) are transferred from the
unsupervised learning stage.

Cross-modality fusion Image encoder and text encoder with UMi-
Con and projection layer set features from the mammogram and di-
agnostic report to the same dimension. After the straightforward con-
catenation and layer normalization, the cross-modality feature is fused
into a 2D vector. This is a modality fusion pipeline with no attention-
based calculation, though previous works have utilized the transformer
and multi-head cross-attention [52,53]. Experimental results in Table 8
show that this simple yet effective approach is good for generating
promising results.

Classification head and cross-modal contrastive learning The
cross-modality 2-D vector is trained through a classification head,



Z. Cao et al.

Cross-modal C

Information Fusion 118 (2025) 102998

rastive Learning

Across Various Patients’ Cases

.
i ’
1
' y /| ]
1
i g Image Encoder —>. nd UMiCon jmd — 7
i 1
' Concat 1
: Corresponding HxWxC e . . :
Layernorm
e g L :
d Diagnostic 2xC y
. x
i CCUI N | o coder MM Projection IR | IR — ;
1 BI-RADS: 4A Layer ]
1 Findings_: XXXXXXX :
“ Impression: Xxxxx TxC 1xC ’

4

Fig. 4. UMiCon pre-training: Supervised learning stage.

which contains Sigmoid and cross-entropy loss calculated with the
BI-RADS labels of each patient. Besides, given the subtle and hard-
to-distinguish differences between BI-RADS 3 and 4, we add another
cross-modal contrastive learning head upon the cross-modality 2-D
vector. A pair of patients’ data, in this case, a pair of 2-D vectors, are
being calculated with each other using contrastive loss. From our ex-
periments in Table 8, this contrastive learning head boosts the model’s
classification performance by improving its representation ability with
multimodal BI-RADS 3 and 4 data.

3.3. LLM tuning

We employ the Supervised Fine-Tuning (SFT) strategy to fine-tune
our LLM. During the fine-tuning process, we freeze the visual encoder
and UMiCon module parameters. We choose GLM-4 9B [11] as the
initial LLM, which is well within the capacity of our GPU resources. In
the SFT stage, the initial inputs to our MammoVLM (mammograms and
patient questions) should be converted into an instruction-aware format
consisting of instructions, visual input information, and ground-truth
responses. The details of training samples are discussed in Section 4.1.1.
Through instruction tuning, the LLM can predict the answer given the
instruction and visual input information:

A=f(I;M:6) 3)

where A represents the answer output by LLM, 6 denotes the LLM’s
parameters, I € R'!X128 denotes the word embedding vector output
by the projection layer, and M € R'*X128 s the visual feature vector
mapped from the visual space to the textual space by the UMiCon
module.

The training objective is typically the original auto-regressive objec-
tive used to train LLMs [62], based on which the LLM is encouraged to
predict the next token of the response. The objective can be expressed

as:
N

L£0) = - Y’ log p(R;|T, R;;0) O

i=1

where R represents the ground-truth response, and N is the length of
the ground-truth response. We have also experimented with other LLMs
and results have been shown in Section 5.1 and Table 2.

4. Experiment design
4.1. Data collection

Our data is collected from three collaborative hospitals at distinct
geographical locations using Siemens and Giotto equipment following

the ACR standard from 2011 to 2021.! A large-scale dataset contain-
ing 33,630 mammogram studies with diagnostic reports from 30,495
patients was collected. The distribution is as follows: BI-RADS 1 with
19,698 cases, BI-RADS 2 with 8,857 cases, BI-RADS 3 with 3,636
cases, BI-RADS 0 with 393 cases, BI-RADS 4 with 821 cases, BI-RADS
5 with 182 cases, and BI-RADS 6 with 43 cases. The benign and
potentially malignant distribution based on these categories is 32,348
for benign and 1,282 for potentially malignant cases. Each breast’s
standard mammography screening case has two X-ray projection views:
a craniocaudal (CC) view and a mediolateral oblique (MLO) view.
The image-level labels are extracted from the diagnosis reports. All
the reports we collected have already been reviewed by at least a
senior radiologist. Notably, during the pre-training stage of UMiCon
as in Section 3.2, we have blanked the BI-RADS information initially
contained in the reports. All data has been pre-processed and does not
contain any personal or sensitive information about the patient.

4.1.1. Supervised fine-tuning

We set radiologists into two groups, junior and senior, separated
by their years of expertise. Junior imaging physicians have 5~6 years
of experience, while senior physicians have 21 years of working ex-
perience and professional breast imaging training. We record 3,753
questions from relevant patients. We use GLM4-9B as the initial lan-
guage model (ILM) to provide three answers to each question, where
the mammograms serve as a prompt for ILM. Junior radiologists cor-
rected the common sense errors inside those answers if there were
any. Then, senior radiologists picked the best answer based on its
correctness and professional level for each patient’s case. Each training
sample consisted of a question (from the patient), her mammogram(s),
and an answer (picked by the senior radiologist). All these training
samples are leveraged in the LLM tuning stage as in Section 3.3.

4.1.2. Visual-MoE training

As described in Section 3.1, ResNet-50 operates as a selector for
the visual encoders afterward based on the densities of input mammo-
grams. Thus, we train the ResNet-50 with density labels. Among the
33,630 mammogram studies we collected, categories A, B, C, and D
have accounted for 1,680, 8,398, 11,786, and 11,768 studies, respec-
tively. The density labels are acquired from their existing diagnostic
reports.

1 Ethics and institutional review board have approved this retrospective
case-control study.
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Comparison between MammoVLM and Various SOTA VLMs (Average Scores on four aspects are from Eight
Senior Radiologists). Junior and Senior represent radiologists with 5 and 21 years of working experience,

respectively.
Aspects Correctness Rationality Helpfulness Professionalism Completeness
LLaVA-1.5 [33] 81.3 77.8 91.0 80.6 96.6
CogVLM [31] 64.6 75.6 86.5 78.6 88.7
QWen-VL [28] 86.5 74.2 84.7 88.7 90.7
Mammo-CLIP [63] 80.4 81.2 88.9 89.4 79.4
BiomedGPT [38] 91.5 80.3 86.4 88.8 90.8
MammoVLM 91.5 82.6 91.2 94.6 96.5
Junior 90.6 83.0 93.4 91.1 93.0
Senior 92.7 86.1 96.3 95.1 97.1

Table 2
Performance comparison using different LLMs (Average Scores on four aspects are from Eight Senior Radiologists).
Method Correctness Rationality Helpfulness Professionalism Completeness
Llama-3 [64] 87.5 78.7 89.0 89.6 94.9
Mixtral 8 x 22B [65] 84.6 79.6 90.6 88.6 94.1
QWen [28] 82.8 72.4 83.2 85.7 96.1
GLM-4 9B (Ours) 91.5 82.6 91.2 94.6 96.5
Table 3
Ablation studies on Visual-MoE, UMiCon, and LLM SFT of MammoVLM. (Average Scores on four aspects are from Eight Senior Radiologists).
Method Correctness  Rationality =~ Helpfulness  Professionalism  Completeness
CLIP only w/0 MoE + Linear Mapping + LLM (freeze) 71.5 67.3 69.0 65.8 80.8
ConvNeXt only w/o MoE + Linear Mapping + LLM (freeze)  70.8 70.3 71.4 68.9 86.9
Visual-MoE + Linear Mapping + LLM (freeze) 77.9 75.4 76.3 74.0 88.4
Visual-MoE + UMiCon + LLM (freeze) 86.4 78.8 88.1 90.2 92.6
Visual-MoE + UMiCon + LLM SFT (MammoVLM) 91.5 82.6 91.2 94.6 96.5
Table 4 Table 5
Number of patients in each BI-RADS category for UMiCon training. Three training settings for various stages of MammoVLM.
BI-RADS 3 4A 4B 4C Total Training settings Batch size GPU Initial learning rate
Negative 990 1195 281 18 2484 Visual-MoE 6 2x 1074
Pathology . G 189 462 652 770 2073
ositive UMiCon Unsupervised 12 6 2%x1075
Total 1179 1657 933 788 4557 Supervised 24 2 1x107°
LLM tuning 24 24 1x1073

4.1.3. Projection module UMiCon

The value of identifying BI-RADS 3 and 4 mammograms In clin-
ical scenarios, nearly all misclassifications of mammography screening
happen between BI-RADS 3 and 4. On the one hand, according to the
BI-RADS guideline [57], the malignancy possibility of BI-RADS 3 is <
2%. Therefore, radiologists define them as benign lesions. However,
in actual clinical work, 0.9% to 7.9% of suspected benign lesions
evaluated in BI-RADS 3 are diagnosed as malignant after surgery. On
the other hand, 70% of false positives in mammography examinations
are BI-RADS 4. These false alarms from BI-RADS 4 result in unnecessary
diagnosis and over-treatment. The certain degree of false negatives
and positives in BI-RADS 3 and 4 diagnoses further prove the clinical
importance of this classification task.

Sub-dataset for UMiCon Training We create a sub-dataset to train
UMiCon. This dataset contains each patient’s images, diagnosis reports,
and corresponding biopsy results. The training and validation sets
include 4,557 patients, among which 1,179 are diagnosed as BI-RADS
3 and 3,378 as BI-RADS 4. Table 4 shows the number of patients in
each BI-RADS category. Among the 1,179 initially evaluated as BI-
RADS 3 cases, 189 (16.03%) were later proved malignant by biopsy
results. As for BI-RADS 4, 1,914 of the 3,378 (56.66%) BI-RADS 4
patients were later proved benign by biopsy. According to Lee [66] and
Orel et al. [67], biopsy-proven benign and malignant cases should be
categorized as BI-RADS 3 and 4, respectively. Thus, we correct the BI-
RADS labels, assigning 2,484 cases as BI-RADS 3 and 2,073 cases as
BI-RADS 4. The dataset is split into the training and validation sets
by 8:1 ratio. Our test set includes 601 patients collected within 61
consecutive days (Mar~Apr 2019) from one of those three hospitals,

among which 445 are BI-RADS 4 and 156 are BI-RADS 3 patients. All
data in our dataset come with biopsy-proven results.

4.2. Implementation details

Visual-MoE, UMiCon, and LLM tuning share the following training
parameters. All input images are resized to 1008 x 800 and retain the
original aspect ratio. C is 128. 6 warming-up steps are added after the
start. The initial learning rates are reduced by a factor of 10 after 100
epochs. Adam is used [68], with a weight decay of 5 x 10~*. NVIDIA
A100 GPUs (40G memory each) are used. The model training normally
completes within 280 epochs. All implementations are with Python
3.11.0 and PyTorch 1.9.0. The detailed training settings of batch size,
GPU usage, and initial learning rate in different stages of MammoVLM
are illustrated in the Table 5. During inference, the model’s runtime is
less than 5 s with 4 A100 GPUs. We have compared several LLMs,

4.3. Evaluation metric

We compare the performance of MammoVLM with five open-source
SOTA VLMs: LLaVA-1.5 [33], CogVLM [31], QWen-VL [28],
BiomedGPT [38], and Mammo-CLIP [63]. We apply the same training
data and SFT recipes to build an equal comparison. Also, we invite a
junior (5 years of working experience) and senior radiologist (21 years
of experience) to join the experiments. Besides, we apply three open-
source SOTA LLMs, Llama-3 [64], QWen [28], Mixtral 8 x 22B [65], to
replace our GLM-4 9B to prove the universality of our visual-MoE and
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UMiCon design in a broad selection of vision-language models.
Details on the experiments for MammoVLM will be discussed in
Section 5.1

4.3.1. Visual-MoE

We evaluate several mainstream visual encoders regarding their
classification ability towards each density. The area under the receiver
operating characteristic curve (AUC) is applied to select the three best
encoders for each density degree, with which we evaluate the tiny
selector of encoders, ResNet-50, too.

4.3.2. Projection module UMiCon

To fully prove the value of UMiCon as a projection module, we
conduct objective comparisons in the task of BI-RADS 3 and 4 classifi-
cations, the value of which has been discussed in Section 4.1.3. We
re-implement methods as in [44-46], the previously reported SOTA
methods for mammography screening, and apply them to our datasets.
We compare the system performance using quantitative metrics, in-
cluding area under the receiver operating characteristic curve (AUC),
accuracy (ACC), sensitivity (SEN), specificity (SPC), positive predictive
value (PPV), and negative predictive value (NPV), where default thresh-
olds are set as 0.5. The ground truth of this experiment is the biopsy
results, where a benign BI-RADS 3 and a malignant BI-RADS 4 are true
negative and true positive, respectively.

5. Experimental results and discussion

5.1. Performance evaluation of MammoVLM

5.1.1. Comparison with other SOTA VLMs and human doctors

We invite forty-eight patients to provide their questions regarding
their mammograms. We request twelve senior radiologists to evalu-
ate the answers generated by each VLM model based on correctness,
rationality, helpfulness, professionalism, and completeness, which are
the most crucial aspects of medical VQA, according to radiologists and
researches [69,70]. Each of these metrics is scored on a scale from one
to one hundred, with one being the worst and one hundred being the
best. The results we have presented in Table 1 are the best ones, with
other VLMs, BLIP2 [32] and Yi-VL [29], being omitted due to not being
competitive enough.

Note that the same training data and SFT recipes are applied to these
VLMs in order to build this fair comparison. From Table 1, we can see
that MammoVLM outperforms all other competitors by a noticeable
margin. Completeness shows the only exception as LLaVA [33] beats
MammoVLM by a narrow margin. LLaVA has proved to be compre-
hensive on a variety of text generation tasks [33]; this result further
proves it as a reliable model. As for correctness, BiomedGPT [71] joins
MammoVLM to score the highest but falls far behind MammoVLM in
the other three aspects. Considering that all these comparing VLMs are
the current leading open-source models, we believe MammoVLM has
superior and promising capability in this task of Mammography-related
Q&A.

Additionally, we invite junior and senior radiologists to provide
their answers to the same questions and mammograms as for these
VLMs. With 21 years of working experience, the senior radiologist
outperforms all competing VLMs, including MammoVLM. However,
MammoVLM does show extremely competitive performance compared
with the junior radiologist with 5 years of working experience, outper-
forming her in terms of correctness and professionalism. Thus, we be-
lieve that MammoVLM may already have the professional capabilities
of a junior doctor in this mammography-related Q&A task.
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Table 6
AUC comparison of different encoders in VisualMoE for classification performance on
breast densities categories A, B, C, and D.

Method A B C D

ResNet-50 [72] 0.68 0.71 0.84 0.85
CLIP [8] 0.88 0.85 0.79 0.89
DINOv2 [10] 0.76 0.90 0.86 0.81
ConvNeXt-base [9] 0.81 0.79 0.82 0.85
ConvNeXt-tiny [9] 0.84 0.88 0.93 0.95

5.1.2. MammoVLM with other SOTA LLMs

We replace the GLM-4 9B in MammoVLM with other leading open-
source LLMs and present results in Table 2. The same training data and
SFT training settings are applied to them as well. Though a performance
gap exists between these competing LLMs and GLM-4 9B, it is not
significant enough to rule out these competing LLMs completely. On the
other hand, this proves the universality of our visual-MoE and UMiCon
design. We believe that adopting the overall design of the framework
of MammoVLM may be successful regardless of the LLM selection for
another medical VQA task.

5.1.3. Ablation study on MammoVLM

Table 3 is the ablation experiments of MammoVLM. The first two
rows represent the single vision encoder instead of MoE, vanilla linear
mapping instead of UMiCon, and GLM-4 9B without SFT. Row 3 adds
Visual-MoE and improves in all aspects.

The most noticeable performance jump appears in row 4, where
UMiCon is applied as a projection module between visual and textual
features. This proves that the projection module is crucial to the
success of vision-language models. We will further discuss UMiCon’s
effectiveness in Section 5.3.

Row 5 presents the best performance by adopting supervised fine-
tuning for the LLM, which is also our SOTA MammoVLM. This SFT,
with our collected training Q&A pairs, pushes this foundation model
towards its optimal point.

5.2. Visual-MoE results

Table 6 illustrates the classification performance of different vision
encoders on breast density categories A, B, C, and D. AUC results have
been presented. CLIP [8], DINOv2 [10], and ConvNeXt-tiny [9] have
each topped the classification ability on breast density categories A, B,
and C &D. The results show that it is practical to use different encoders
for different density mammograms, according to their classification
performance. This motivates us to adopt the MoE architecture as in Sec-
tion 3.1 instead of a single vision encoder. Using data in Section 4.1.2,
ResNet-50 achieves an AUC of 0.94 to classify breast densities and
operates as the selector of different encoders.

5.3. Effectiveness of umicon’s pre-training strategy

As explained in Section 3.2, we design the overall framework of
UMiCon’s pre-training with a BI-RADS 3 vs. 4 classification task. In
this section, we evaluate the effectiveness of our approach under this
classification task. Table 7 shows the performance comparison with
different approaches. Note that UMiCon in this section represents our
pre-training strategy of UMiCon as in Section 3.2. We invite four doc-
tors to our experiments: junior imaging physicians with 5 and 6 years
of experience, respectively, A and B, and two senior physicians, C and
D, with 21 years of working experience and professional breast imaging
training. Collaborative doctors conduct the experiments solely and with
the help of UMiCon.

Comparison with the State-of-the-Arts As shown in Table 7, com-
pared with previous SOTA methods [44-46], the UMiCon framework
effectively outperforms them in all metrics, including the AUC and
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Table 7
Performance comparison of different approaches to identify BI-RADS 3 and 4, including
previously reported best methods in the top 3 rows. A, B, C, and D are doctors with
different professional levels. The 95% confidence intervals (CI) are shown in the square
brackets.

Method AUC ACC SEN SPC PPV NPV

0.68 [0.62, 0.74] 0.67 0.72 059 0.61 0.72
0.61 [0.56, 0.66] 0.60  0.81 045 056 0.70
0.64 [0.62, 0.66] 0.64 078 049 060 0.77

0.70 [0.65, 0.75] 069 0.81 0.59 0.62 0.79

Yala et al. [44]
Cao et al. [45]
Mckinney et al. [46]

UMiCon (ours)

A 0.62 [0.56, 0.69] 062 080 045 058 0.70
A + UMiCon 0.74 [0.68, 0.80] 0.72 091 0.58 0.61 0.89
B 0.61 [0.54, 0.68] 0.60 0.83 038 056 0.70
B + UMiCon 0.75 [0.69, 0.81] 073 086 064 064 0.86
C 0.69 [0.63, 0.76] 0.67 0.88 0.51 0.57 0.85
C + UMiCon 0.76 [0.7, 0.82] 076  0.92 0.61 0.69  0.89
D 0.71 [0.65, 0.78] 0.68 094 048 057 0.92
D + UMiCon 0.78 [0.72, 0.84] 077 090 065 071 0.88

Table 8

Ablation study for components in UMiCon. Base-M is trained without any contrastive
learning. Uni-M, Multi-M, and Cross-M represent Unimodel, Multimodel, and Cross-
model, respectively. Row 4 is UMiCon.

Method AUC ACC
Base-M (Supervised classification) 0.56 0.6
Base-M + Uni-M 0.61 0.63
Base-M + Uni-M + Multi-M 0.64 0.66
Base-M + Uni-Ml + Multi-M + Cross-M 0.70 0.69
Base-M (MHCA [53]) + Uni-M + Multi-M + Cross-M 0.69 0.67
Table 9
Detailed description of MammoVLM benign and malignant test data.
Mammograms BI-RADS Count Total
4 88
Malignant Mammograms 5 6 102
6 8
1 1346
Benign Mammograms 2 728 2300
3 226
Excluded 0 136 136
Table 10

Zero-Shot Results of the mammographic malignancy screening task with different VLMs.
The 95% confidence intervals (CI) are shown in the square brackets.

Method AUC Spe. (Sen. = 20%)

LLaVA-1.5 [33] 0.8671 [0.8667, 0.8671] 0.9405 [0.9401, 0.9411]
BiomedGPT [71] 0.8946 [0.8940, 0.8952] 0.9701 [0.9695, 0.9707]
Mammo-CLIP [63] 0.9071 [0.9069, 0.9074] 0.9786 [0.9779, 0.9795]
QWen-VL [28] 0.9070 [0.9065, 0.9075] 0.9808 [0.9804, 0.9811]
MammoVLM 0.9270 [0.9264, 0.9276] 0.9902 [0.9899, 0.9905]

accuracy, and represents a promising overall performance. Regarding
sensitivity and specificity, UMiCon surpasses the previous SOTA meth-
ods by 4% and 8%, on average, claiming it can effectively identify
BI-RADS 3 and 4 without sacrificing one another.

Comparison with the doctors The AUC (0.70) of standalone UMi-
Con is higher than that of junior doctors (A, B) and close to professional
doctors (C, D). Every doctor’s AUC performance improved over them-
selves when combined with the UMiCon to distinguish BI-RADS 3 and
4.

Ablation study on UMiCon To investigate the effectiveness of dif-
ferent modules and stages inside UMiCon, we further break them down
into ablation experiments. Table 8 shows the ablation study results.
The base model is trained with our cross-modal fusion without any
contrastive learnings (row 1). After conducting unimodal contrastive
pre-training with image inputs, the model’s performance improves to
par with junior doctor (row 2). Multimodal contrastive pre-training
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further increases both the AUC and accuracy by 3% (row 3). Cross-
modal contrastive learning sees the most significant rise of AUC by
6% (row 4), which is the level of our SOTA UMiCon. In addition, in
order to validate the effectiveness of our designed cross-modal fusion
strategy as in Section 3, we replace it with multi-head cross attention
and transformer architecture as in [53] (row 5). Although row 5’s
performance is slightly below UMiCon, UMiCon’s cross-modal fusion
design is much simpler and requires no attention computation.

5.4. Zero-shot results on identifying malignant mammograms

In order to validate the effectiveness of MammoVLM, we test
its zero-shot results on mammographic malignancy screening tasks.
Table 9 shows a new dataset that MammoVLM has not seen during
training. We simplify this task by gathering BI-RADS 1~3 into the non-
malignant class and BI-RADS 4~6 into the malignant class, according
to [73,74]. BI-RADS 0 is excluded due to its uncertainty of malig-
nancy. We inference MammoVLM by sending it the test image and
questions about its malignancy. The performance comparison among
various VLMs is shown in Table 10, where the AUC values are for
the non-malignant class, and a sensitivity of 20% means that 20%
non-malignant mammograms are confidently screened out from all
non-malignant mammograms. Although all these VLMs show strong
generalization capabilities, MammoVLM still outperforms others by
adapting to new, unseen scenarios. By analyzing the zero-shot results,
we believe MammoVLM has strong potential for novel tasks and further
real-world applications.

6. Conclusion

Large foundation models have proven successful in a wide range
of applications and have great potential in the medical research do-
main. This work presents MammoVLM, a vision-language large model
that solves mammography-related diagnostic assistance problems. This
VQA system consists of three major parts: a visual-MoE that encodes
the input mammograms based on their densities with different visual
experts, a projection module UMiCon that is pre-trained with unimodal
and multimodal contrastive learning on a challenging classification task
BI-RADS 3 vs. 4, and supervised fine-tuning on LLM that generates the
final answers. Subjective experimental results on our large-scale dataset
have shown that MammoVLM has not only beaten leading open-source
VLMs but also shows competitive professional capabilities at a junior
radiologist level. Besides, objective ablation results on MammoVLM
further prove the effectiveness of different parts within MammoVLM.
Separately, we elaborate on the experiments for our projection module
UMiCon on the classification task BI-RADS 3 vs. 4. Given the projection
module UMiCon’s demonstrated strength in distinguishing between BI-
RADS 3 and 4, we plan to explore its potential for enhancing BI-RADS
classification across all categories through fine-tuning in our future
work.

Mammography is the primary screening method for early detection
of breast cancer, the world’s most fatal and deadly cancer. Leveraging
the large foundation model MammoVLM to serve as mammography-
related diagnostic assistance has huge potential to improve medical
service efficiencies and effectiveness.
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