Edge Contour Extraction

(Pitas, section 5.5, Sonka et al., sections 5.2.4-5.2.5)
- Edge detectors typically produce short, disjoint edgensats.

- These sgments are generally of little use until yr&e aggrgaed into etended
edges.

- We assume that edge thinning has already be done (e.g., non-maxima suppression).
- Two main catgories of methods:

(1) local methods (¢end edges by seeking the most "compatible” candidate
edge in a neighborhood).

(2) global methods (more computationallypensve - comain knaevledge can
be incorporated in their cost function).

Note: local methods can not handle bigpsg.
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L ocal processing methods

- Some important obseations useful for contoux&action:

* The output of edge detectors tend twenapproximately constant intensity
along object boundaries.

* | mage edges and lines are smooth and tendvioltva curvature.

* Small local edge direction dérences ensure smooth object boundaries.

(1) At each edge pet, a neighborhood (e.g., 3x3) isaenined.
(2) The center edge mkcan be linkd with its neighbors if the magnitude and
direction diferences are belocertain thresholds and their magnitudes are rela-
tively large:
le(pi) — e(p))|< Ty
lo(pi) — o(PI= T2

le(p)I2T  le(p)l=T
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» Contour extraction using heuristic search
- A more comprehenge gproach to contouréraction is based on graph searching.
- Graph representation of edge points:
(1) Edge points at positiop, correspond to graph nodes.

(2) The nodes are connected to each other if local edge linking rules (e.g., lik
the ones gien previously), are satisfied.

(the edge linking rules may be modified to suit the requirements of a particular
problem).
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- The generation of a contour (ifygrfrom the pixel p to the piel pg is equvalent
to the generation of a minimum-cost path in the directed path.

- A cost function for a path connecting nod®s= p, to py = pg could be defined
as follaws:

C(Py P+ Pw) == 2. [e(PI + @  Io(P) = (Peco + b 2 [e(p) - &P

- Finding a minimum-cost path is notvial in terms of computation (typicallyhe
approach is to sacrifice optimality for the sakspeed).
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» Contour extraction using dynamic programming

Dynamic programming

- It is an optimization method that searches for optima of functions in which not all
the \ariables are simultaneously interrelated.

- It subdvides a problem recuray into smaller subproblems that may need to be
solved in the future, solving each subproblem - proceeding from the smaller ones to
the lager ones - and storing the solutions in a table that can bedagk as and
when need arises.

Principle of optimality (applied to the case of graph searching): the optimal path

between tw nodesp,, pg, can be split into tw optimal sub-path . p; and p;Pg
for ary p; lying on the optimal patip pg.

Express the problem in recursiform

- Consider the follaving objectie function to be maximized:

F (Do Por- -1 Pi) = k% e(py)] - a gz 16(PK) — (Pl

- The objectre function can be written in a recwrsiform as follavs:

F(pla p2’ .- -’pk) = F(p]_, p21 s '!pk—l) + f(pk—l, pk)

where f (Pi-1, Pk) = [e(Pi)l — alg(Pi) = ¢(Pr-1)l

Complete optimization problem

F(Py, Poy - -+, Bi) = MaXy =12,k [F(P1, P2y - - -2 PK)]
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Solution using dynamic programming

- The optimal patlp, p, can be split into te optimal sub-path®, p,_; and py_; Pk
satisfying the follaving recursre relation:

F(Py, Bar -+ Bi) = MaXy i=12.k [F(P1, P2, - -+, Prer) + F(Prer, P)] =
max,, ['f(f’b B2, -+ Pr=1) + T (B-1s Pi)]
- The initial value oﬂf(f)l) IS gven by:
F(p1) = le(py)l

- Dynamic programming has reduced the global opimization probléshsiages of
two variable optimization.



A-algorithm (by Nilsson, 1980)

(1) Expand the starting node, and put all its successors into an OPEN list with
pointers back to the starting nodg. Evaluate the costf () for each gpanded
node.

(2) If the OPEN list is emptyail. Determine the node from the OPEN list with
the lovest associated co$(x;) and remae i, If x;=xg, then trace back through
the pointers to find the optimum path and stop.

(3) If the option to stop &s not takn in step 2,xpand the specified node, and
put its successors on the OPEN list with pointers back.tGompute their costs
f(). Go to step 2.

UJ

- Note that this algorithm does not guarantee the globally optimum path.

- One disadantage of the heuristic search algorithm is that short paths mvay ha
smaller cost than longer paths that are moedliko be the final winners.

- Pruning certain paths (e.g., short ones, patiinlgahigh cost per unit length) can
help alleviate some of these problems.



* An example
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- A pixel is linked to one of its three 8-connected neighbors in front of the con-
tour direction.

- f(xy) is the sum of edge gradient magnitudes along the path %o X,
(i.e., max cost is used in thisaample).

- The algorithm finds the path ADEFB -- cost 31 (the optimum pathele, is
the path ALDEFB -- cost 32)
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Global processing methods

- If the caps between pets are ery lage, local processing methods are né¢ef
tive.

- Global methods are morefettive in this case !!

Hough Transform can be used to determine whether points lie on aetlinf a
specified shape (model-based method).

Deformable Models (Snak) can be used txteact the boundaries of objects
having arbitrary shapes.

Grouping can be used to decide which groups of features al tlikbe part of
the same object.



