The correspondence poblem
* Why is the correspondence poblem difficult?
- Some points in each image willv&armo corresponding points in the other image.

(1) the cameras might ia dfferent fields of viev.
(2) due to occlusion.

- A stereo system must be able to determine the image parts that should not be
matched.
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» Methods for establishing correspondence
- There are tw issues to be considered:

* how to *lect candidate matches?

* how to determine the goodness of a match?
- Two main classes of algorithms:

Correlation-based: attempt to establish a correspondence by matching image
intensities.

Feature-based: attempt to establish a correspondence by matching a sparse sets o
image features.

Corr elation-based Methods
- Match image subwindaes between the twvimages usingmage correlation (the old-
est technique for finding the correspondence betweetspk two images).

- Scene points must kia the same intensity in each image (strictly accurate for per
fectly matte sudces only).
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Algorithm

Inputs:
Q) 1, andl,
(2) the width of the subwindo2W + 1
(3) the search ggon in the right imag&(p,) associated
with a pixel p; in the left image

For each pixel p; = (i, j) in the left image:

1. for each displacemedt= (d;, d,) 0O R(p;) compute

W W
cd)= 2 2 hi+k j+Dl(i+k=dy,j+1-dp)
k=W I=-W
(cross-correlation)

2. the disparity ofy is the \ectord = (d;, d,) that maximize(d) over R(p;)

d = arg maxypr[c(d)]

- Usually, we normalizec(d) by dividing it by the standard gmtion of bothl, andl,
(normalized cross-correlation, e.g., [1[0,1])

w W _ _
2 2 (h(i+k j+D) =) (i +k=dy, j+1-d) = 1))

C(d) — k=—W |=—W
_ruvw=- === - - _
2 2 (i(i+k=dyg, j+I=dy) = 1,)?

k=W I=-W k=W I=-W
wherel, andl, are the werage piel values in the left and right winds.

- An dternatve smilarity measure is theum of squared differences (SSD):

W W
cd)=- 3 3 (hi+kj+D)=(h(i+k=-dy,j+I-dp))?
k=-W [=-W



e Impr ovements

- Instead of using the image intensiglues, the accurgof correlation is improed
by usingthresholded signed gradient magnitudes at each pigl.

- Compute the gradient magnitude at eachepix the tw images without
smoothing.

- Map the gradient magnitudalues into threealues: -1, 0, 1 (i.e., by threshold-
ing the gradient magnitiude)

- More sensitie correlations are produced thisaw
* Some comments
- The success of correlation-based methods depends on whether the imageiwindo
one image xhibits a distinctre gructure that occurs infrequently in the seardiae
of the other image.

- How to choose the size of the winddi.e.,W)?

* too small a windey may not capture enough image structure, and may be too
noise sensiee (.e., mary false matches).

* too lage a windav makes matching less sensdi noise (desired) dit also to
actual \ariations of image intensity (undesired -- it causes discontinuities in the
disparity map).

* an adaptive searching window has been proposed in the literature.

((a) original 7X7,.(d) aday)



(3D info recwered using adapte window)

- How to choose the size and locationRfp,)?

* if the distance of the fixating point from the cameras is mugerdhan the
baseline, the location &(p,;) can be chosen to be the same as the locatigp. of

* the size ofR(p,) can be estimated from the maximum range of distances we
expect to find in the scene.

*we will see that the searchgien can always be educed to a line !!
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Feature-based Methods

- Look for a feature in an image that matches a feature in the other
- Typical features used are:
* edge points

*line sgments
* corners

Image I Image I,

- A set of features is used for matching; a line feature descriptor example, could
contain:

*the length)

* the orientationg

* the coordinates of the midpoimh

* the average intensity along the ling,

- Similarity measures are based on matching feature descriptors:

1
S= —
Wo(l; = 1,)% + W (6 — 6;)% + wo(my — my)? + wa(i; —i;)?

wherewy, ..., Wz are weights (determining the weights that yield the best matches is a
nontrivial task).
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Algorithm

Inputs:
Q) 1, andl,
(2) features and their descriptors in both images
(3) the search ggon in the right imagé( f|) associated
with a featuref; in the left image
For each featuref, in the left image:
1. Compute the similarity betwedpand each image feature R f,)
2. Select the right-image featufg that maximizes the similarity measure.

3. Sae the correspondence and dispad{yf,, f,)

 Correlation-based vs featue-based appoaches

Correlation-based methods

- Easier to implement than feature-based methods.

- Provide a dense disparity map (useful for reconstructingasas).

- Need tetured images to ark well (mary false matches otherwise).

- Don’t work well when vievpoints are ery different (due to forshortening

and change in illumination direction).

Feature-based methods:

- Suitable when good features can bé&a&cted from the scene.
- Faster than correlation-based methods.
- Provide sparse disparity maps (OK for applications Msual naigation)

- Relatvely insensitve o illumination changes.



« Structur ed lighting

- Feature-based methods are not applicable when the objestsshaoth surlces
(i.e., sparse disparity maps neakirface reconstruction di€ult).

- Patterns of light are projected onto the agd of objects, creating interesting points
even in regons which would be otherwise smooth.

- Finding and matching such points is simplified by wimg the geometry of the pro-
jected patterns.




