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Abstract. Visual traffic surveillance using computer vision techniques
can be noninvasive, automated, and cost effective. Traffic surveil-
lance systems with the ability to detect, count, and classify vehicles
can be employed in gathering traffic statistics and achieving better
traffic control in intelligent transportation systems. However, vehicle
classification poses a difficult problem as vehicles have high intra-
class variation and relatively low interclass variation. Five different
object recognition techniques are investigated: principal component
analysis (PCA)+difference from vehicle space, PCA+difference in
vehicle space, PCA+support vector machine, linear discriminant
analysis, and constellation-based modeling applied to the problem
of vehicle classification. Three of the techniques that performed
well were incorporated into a unified traffic surveillance system for on-
line classification of vehicles, which uses tracking results to improve
the classification accuracy. To evaluate the accuracy of the system,
31 min of traffic video containing multilane traffic intersection was
processed. It was possible to achieve classification accuracy as
high as 90.49% while classifying correctly tracked vehicles into
four classes: cars, SUVs/vans, pickup trucks, and buses/semis.
While processing a video, our system also recorded important traffic
parameters such as the appearance, speed, trajectory of a vehicle,
etc. This information was later used in a search assistant tool to
find interesting traffic events. © 2013 SPIE and IS&T [DOI: 10
.1117/1.JEI.22.4.041112]

1 Introduction
In the last decade, we have seen a worldwide rise in the use
of closed-circuit television cameras. In recent years, we are
beginning to see a corresponding rise in video processing
systems that can interpret the video to extract information
such as actors, objects, actions, and events. The rapidly
increasing capacity of digital storage and computation
power and the recent innovations in video compression stan-
dards1 have led to a strong growth of available video content.
There are two major ways in which the available video con-
tent can be processed: online or offline on a need-to-know
basis. For online processing of the video content, we need
to have either the manpower that is expensive or the comput-
ing capability to automate the process. The same is true for

offline processing when we want to process a very large
amount of video content to find an exact event we are inter-
ested in. The online processing of video data is far more use-
ful in comparison to passively recording video footage, as
automated surveillance systems can detect events requiring
attention and take action in real time by alerting a human
supervisor. Video surveillance is a repetitive task and com-
puters are more suited to do repetitive tasks that require
limited human intervention. Therefore, automated video
surveillance is attracting more attention as it can alleviate
the problems faced by manual surveillance such as the lack
of attention span or the increasing number of channels.

Common traffic sensors include push buttons (detecting
pedestrian demand), loop detectors (detecting vehicle pres-
ence), magnetic sensors, radar sensors, and video cameras.
A video camera is a promising traffic sensor because of its
low cost and its potential ability to collect a large amount
of information (such as the number of vehicles, vehicle speed/
acceleration, vehicle class, vehicle track), from which higher-
level information (such as speeding, illegal turns, one-way
streets, etc.) can also be inferred. For the task of identifying
and classifying vehicles using visual information, currently
the most reliable approach is through the automatic number
plate recognition (ANPR), which is also known as automatic
license plate recognition.2–4 Nevertheless, ANPR tends to be
effective only for specialized camera views (zoomed on
plates) and cannot provide wide-area observation or the meas-
urement of the interactions between road users.

A visual traffic surveillance system needs to detect
vehicles and classify them if possible. Generating vehicle tra-
jectories from video data is also an important application and
can be used in analyzing traffic flow parameters for advanced
transportation management systems.5 Efficient and robust
localization of vehicles from an image sequence (video)
can lead to semantic results, such as “vehicle no. 5 stopped,
vehicle no. 8 is moving” or more advanced semantic results
that include specific information such as “blue SUV is mov-
ing at 40.0 mph, red sedan is turning right.” However, such
high-level information is possible if we can not only detect
vehicles but also track and classify them. Vehicle tracking
provides a way to correlate detected vehicles in consecutive
time frames and is useful in scenarios such as vehicle count-
ing, stopped/speeding vehicle detection, etc. The class of a
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detected vehicle can also supply important information that
can be used to make sure that certain types of vehicles do
not appear in certain areas under surveillance in the case of
security-related surveillance. Multicamera systems such as
the one used in Ref. 6 can benefit immensely from the
vehicle class information, as it can help in matching objects
detected in nonoverlapping field of views from different
cameras. In general, a visual traffic surveillance system
with the ability to do vehicle tracking along with classifica-
tion can play an important part in intelligent transportation
systems.7

The overview of a general traffic video surveillance sys-
tem, with its components, is shown in Fig. 1. The first two
stages—object detection and object tracking—have achieved
good accuracy in recent years. However, the same cannot be
said about object classification, which is the last stage in the
surveillance framework as shown in Fig. 1. Object recogni-
tion in case of still images has the problem of dealing with
the clutter in the scene and a large number of classes. Object
recognition in video sequences has the benefit of using back-
ground segmentation to remove clutter.8 However, images
obtained from video surveillance cameras are generally of
low resolution, and in the case of traffic video surveillance,
the vehicles cover very small areas of these images, making
the classification problem challenging. Vehicle classes such
as cars and vans are difficult to differentiate as they have sim-
ilar sizes. Therefore, classification techniques that use global
features such as size and shape of the detected blob do not
yield satisfactory results. In the case of traffic video surveil-
lance, the object classification stage can be implemented
with a single-look classifier or a multilook classifier. The sin-
gle-look classifier uses a detection region defined by a user
and the objects present within the detection region are clas-
sified. This scheme has an advantage of being computation-
ally less expensive, but it may not produce good results if the
object never enters the detection region or there is a partial
occlusion when the object is within the detection region. The
multilook classifier processes a detected object for classifi-
cation multiple times while the detected object is within the
field of view of the camera, which generally results in better
overall accuracy.

This work is divided into three parts. First, we imple-
mented and compared different object recognition tech-
niques for the purpose of vehicle classification. Second, we
developed a unified visual traffic surveillance framework
that can reliably detect, track, and classify vehicles by incor-
porating the most promising vehicle classification techniques
that were discovered during our comparison stage. Third, we

also developed a search assistant tool that can assist users
by answering queries based on various attributes, finding
instances of traffic events such as “a white pickup truck
going left to right” in large amounts of traffic video.

The object classification problem is the most challenging
part of the visual traffic surveillance system, especially when
the video resolution is low. As such, we spend a significant
portion of the paper describing different object recognition
techniques implemented for the purpose of vehicle classifi-
cation. We implemented five different object classification
techniques: principal component analysis (PCA)9 + differ-
ence from vehicle space (DFVS), PCA+difference in vehicle
space (DIVS), PCA+support vector machine (SVM),10 linear
discriminant analysis (LDA),11 and constellation-based mod-
eling.12 In the first four approaches, we create a principal
component space (PCS) using PCA, which we call vehicle
space. In the case of PCA+DFVS, the decision is made by
finding the distance from a separate vehicle space for each
class, and therefore it is named distance from vehicle space.
On the other hand, PCA+DIVS predicts the class of a test
image after projecting a test image onto a combined vehicle
space and distance from each class is calculated in vehicle
space, and therefore it is named distance in vehicle space.
In PCA+SVM, the features extracted using PCA are used
to train an SVM classifier, which is later used to classify
vehicles. PCA depends upon most expressive features
(MEFs) that can be different from most discriminant features
(MDFs); therefore we also implemented LDA that relies on
MDFs. Some of the approaches based on PCA have been
presented in the literature with some variations.13 However,
the PCA+DFVS approach as presented in this paper is a new
application of PCA for the solution of vehicle classification
problem. Also, for other PCA-based techniques, we use a
different formulation in the classification process, along
with using the entire bounding box region (detected blob)
as a candidate instead of just the foreground-segmented
blob as described in Ref. 13, which sometimes loses vital
information due to background subtraction errors. The con-
stellation-based approach presented in this paper relies on
the techniques used in Ref. 12 and extends it for the multi-
class case.

The rest of the paper is organized as follows. Section 2
provides details of various object recognition techniques
that we compared for the problem of vehicle classification
and also discusses implementation details of the unified
traffic surveillance system. In Sec. 3, we describe five vehicle
classification techniques. Section 4 explains the details of
the unified visual traffic surveillance system. The results
obtained while comparing vehicle classification techniques
and a discussion about the performance achieved on an
actual traffic video sequence using our unified traffic surveil-
lance system are provided in Sec. 5. Section 5 also details
the search assistant tool for finding events in a traffic video.
Section 6 discusses our conclusions and presents future
directions of work.

2 Previous Work
As discussed in the previous section, a comprehensive
video traffic surveillance system needs to have capabilities
to perform vehicle detection, tracking, and classification.
There are also additional components such as camera
calibration, vehicle pose estimation, background modeling,

Object Detection Object Tracking Object 
Classification

Background 
Model

Classifier 
Training

Traffic Parameter Collection

Fig. 1 Overview of a general traffic video surveillance system.
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and foreground object detection. There have been numerous
attempts made toward addressing problems in traffic surveil-
lance using different computer vision techniques. These
attempts can be broadly classified into two main categories
based on the application domain: urban traffic or highway
traffic. In these two domains, urban traffic poses relatively
more difficult challenges. This is partly due to the easier con-
ditions on a highway, typically with more homogeneous and
constant flow than in urban areas. In addition, the distance
between vehicles is larger, which reduces the amount of
occlusion. Urban traffic poses two main challenges: the
high density of vehicles and the low camera angle. The com-
bination of both factors leads to a high degree of occlusion.
In addition, the clutter on the streets increases the complexity
of scenes. Object classification in general is a challenging
problem, and vehicle classification poses another challenge
as interclass variability is relatively small compared to intra-
class variability. It is outside the scope of this paper to review
all relevant techniques useful for a traffic surveillance sys-
tem; therefore we concentrate on giving a brief overview
of different traffic video surveillance systems and various
vehicle classification approaches proposed in the literature.

2.1 Existing Traffic Surveillance Systems
There are very few visual traffic surveillance systems
described in the literature that perform a full array of tasks
including detection, tracking, classification, and event detec-
tion. Gupte et al. developed a vehicle detection and two-type
classification system by robustly tracking vehicles after cam-
era calibration.14 The VISTRAM system15 classified vehicles
into a small set of size-based classes and generated traffic
parameters without explicit tracking, but the system did
not include any type of event recognition. Kumar et al.16

developed a parking lot monitoring system that tracked
objects and classified them into six types using a known
Bayesian network. The vehicle behavior at checkposts was
evaluated based on a vocabulary of actions, allowing the
detection of abnormal events such as loitering. A zone of
influence was defined to represent potentially dangerous
interactions between objects. SCOCA17 is an intersection
monitoring system that tracks and performs three-dimen-
sional (3-D) model-based classification of objects. The
speed of each vehicle is recorded along with its origin-desti-
nation information. In Ref. 18, Morris and Trivedi presented
a VECTOR, which showed the ability to perform real-time
vehicle classification, traffic statistic accumulation, and high-
way modeling for flow analysis. Buch and colleagues19,20

presented two different approaches for vehicle classification
in their visual traffic surveillance system, and the approach
based on 3-D extended histogram of oriented gradients (3-D
HOG) shows some of the best classification accuracy on a
real traffic video. However, the approach is not suitable for
real-time processing. Another approach8 presented a traffic
surveillance system that can detect, track, and classify
vehicles. Although the work presented in this paper shares
its goals with Ref. 8, the approach used for classification
is entirely different.

2.2 Existing Vehicle Classification Techniques
In this section, we provide details of different algorithms
used for vehicle classification. However, not all algorithms
try to perform classification in a traffic video and limit their

analysis to images of already segmented vehicles. The
approaches for vehicle classification can be broadly catego-
rized into four groups.

2.2.1 3-D model–based approaches

Three-dimensional model-based approaches have been pro-
posed for the purpose of object detection and tracking in
Refs. 8, 21, and 22. In Ref. 8, a region of interest (ROI)
was extracted using statistical background modeling and
extraction of foreground using background subtraction.
Edges were detected using either the Sobel edge detector
or the Canny edge detector. Three-dimensional wire-frames
of the models in the database are projected onto the image
and the best match is found based on the best matching pixel
position,23 or mathematical morphology to match the model
to the edge points.8 All the models are subjected to the
matching process and the one with the highest matching
score (i.e., lowest matching error) is selected as the
model. In Ref. 17, Messelodi et al. generated the convex
hull for 3-D vehicle models in the image and used them
to estimate the ratio (a matching score) between the convex
hull overlap of the model and the image normalized by the
union of both areas. Similar 3-D vehicle models are matched
with a motion-segmented input video in Ref. 24 for detection
and in Ref. 20 for classification. In Ref. 25, Johansson et al.
presented an extension to the approach that also takes into
consideration the size of vehicles. These methods require
camera parameters to be calibrated so that a 3-D wire-
frame can be projected onto an image. They also need ori-
entation of the vehicles, which can be retrieved from optical
flow calculation.

2.2.2 Image measurement-based approaches

In these approaches, different features of detected objects are
extracted instead of using direct images or image patches.
Gupte et al.14 proposed a system for vehicle detection and
classification. They classified the tracked vehicles into
two categories: cars and noncars. The classification is
based on vehicle dimensions, where they compute the length
and height of a vehicle and use it to distinguish cars from
noncars.14 Morris and Trivedi used 17 different region fea-
tures, including seven moments for seven classes of road
users.26,27 A comparison between image-based features
(e.g., pixels) and image measurement (IM) features (e.g.,
region area) is given. Both feature types are used with PCA
and LDA as dimensionality reduction techniques. IM with
LDA produced the best performance and was used for the
final algorithm. The features were classified using a
weighted k nearest-neighbor algorithm.

2.2.3 PCA-based approaches

Chunrui and Siyal developed a new segmentation technique
for classification of moving vehicles.28 They used simple
correlation to get the desired match. The results shown in
the paper are for the lateral view of the vehicles and no quan-
titative results were given. Toward this goal, a method is
developed by Zhang et al.13 In their work they used a
PCA-based vehicle classification framework. They imple-
mented two classification algorithms—eigenvehicle and
PCA-SVM—to classify vehicle objects into trucks, passen-
ger cars, vans, and pickups. These two methods exploit the
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distinguishing power of PCA at different granularities with
different learning mechanisms. The eigenvehicle approach
used in Ref. 13 is similar to the proposed approach PCA
+DIVS. However, we use distance from mean image in
PCA space instead of finding distance from each image
from each class as done in Ref. 13. Also, they use a
single-look approach and do not aggregate results using
tracking.

2.2.4 Local feature-based approaches

Local features have certain advantages over using global fea-
tures as they are better suited to handle partial occlusion. In
traffic surveillance, if intersection monitoring is desired, then
overlapping of passing vehicles will result in partial occlu-
sion and errors in extracting ROIs. Scale-invariant feature
transform (SIFT)29 has shown to outperform other local fea-
tures in terms of repeatability.30 Ma and Grimson developed
a vehicle classification approach using modified SIFT
descriptors.12 They used SIFT features to train the constel-
lation models that were used to classify the vehicles. They
considered two cases: cars versus vans and sedans versus
taxis. They reported good results for the difficult case of clas-
sifying sedans versus taxis. However, they do not report
combined classification results for sedans versus vans versus
taxis, which will show the scalability of the approach. We
implemented a constellation model-based approach that dif-
fers slightly from Ref. 12, but we were able to achieve similar
accuracy with better computational complexity, on the same
dataset as in Ref. 12.

2.2.5 Other approaches

Huang and Liao31 used a hierarchical classification scheme.
Initially, coarse classification identifies a moving object as a
large vehicle or a small vehicle and subsequently finer clas-
sification is performed to classify the vehicle into seven cat-
egories. Ji et al. used a partial Gabor filter approach.32 In
Ref. 33, Wijnhoven and de With presented a patch-based
approach that uses Gabor-filtered versions of the input
images at several scales. The feature vectors were used to
train an SVM classifier, which was able to produce better
results than those presented in Ref. 12 for the case of cars
versus vans. However, this approach is global feature
based; therefore it is not best suited for cases with partial
occlusion. Recently, Buch et al. presented a traffic video sur-
veillance system that employs motion 3-D HOG to classify
road users.19 However, both approaches are computationally
expensive and cannot be employed in a real-time system.

3 Vehicle Classification Techniques: a Comparison
The problem of face detection can be considered as a two-
class classification when we deal with face versus nonface
classification. In this research, we are interested in classify-
ing vehicles in multiple classes, and we do so by extending
the eigenface approach.34 The components extracted from
PCA are the MEFs, while LDA uses the MDFs. The constel-
lation model is a generative model that models scale invari-
ant features to distinguish between different classes of
vehicles. As the constellation model is a part-based model,
it can perform well even in the presence of partial occlusion.

3.1 Eigenvehicle Approach (PCA + DFVS)
In Ref. 34, PCAwas used for single-class classification (i.e.,
face). We use it for up to three classes at the same time and
therefore extend the approach by creating a separate PCS
(vehicle space) for each class. We define each eigenspace
as eigenvehicle.13

3.1.1 Training for eigenvehicles

For creating the PCS for each class (i.e., creating an eigen-
vehicle for each class), we normalize the images such that the
width and height of all the images are the same. Since each
sample image is a two-dimensional image Ai ∈ Rm×n, we
create a vector from an image by concatenating rows to cre-
ate a column vector A 0

i ∈ R1×mn. We consider k ¼ 50 images
for each class, and we build a matrix of k columns
½A 0

1A
0
2A

0
3: : : A

0
k� that represents the set of training samples.

The length of each column is m × n. Then, we can compute
the mean vector μ as shown below:

μ ¼ 1

k

Xk
i¼1

A 0
i (1)

Let σi ¼ A 0
i − μ and σ ¼ ½σ1σ2σ3: : : σk�. The covariance

matrix of A 0 is

C ¼ 1

k

Xk
i¼1

σiσ
T
i ¼ σσT . (2)

The eigenvectors of C are the principal components. The
eigenvectors associated with the largest eigenvalues corre-
spond to the dimensions in the space where the data have
the largest variance. In our training set, the size of C is mn ×
mn (3182 × 3182), which is not feasible to compute princi-
pal components. In Ref. 34, Turk and Pentland propose a
solution to this problem, where they find the eigenvectors
and eigenvalues of σTσ, instead of σσT . Suppose vi is an
eigenvector of σTσ and λi is the associated eigenvalue. Then

σTσvi ¼ λivi →
yields

σσTσvi ¼ λiσvi. (3)

The above deduction shows that σvi is an eigenvector of
σσT . This technique reduces the computation complexity
since the dimension of σTσ is only k×k ð50 × 50Þ. We are
able to extract the top k principal components of σσT by
the following equation:

ui ¼ σvi. (4)

The eigenvectors corresponding to the largest eigenvalue
represent the most dominant dimensions or features of
the images in a class. The length of each eigenvector
is m × n. Therefore, each of these eigenvectors can be
rearranged as an image that we call an eigenvehicle. As
we use 50 sample images from each class during the creation
of eigenvehicles, we have 50 eigenvehicles for each class.
However, not all the eigenvehicles need to be used during
classification.
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3.1.2 Classification using eigenvehicles

Classifying a new image in one of the classes is carried out in
three steps. First, we reshape Anew into A 0

new such that the
width and the height of the image are normalized. We then
obtain σnew ¼ A 0

new − μ. Second, we project σnew onto eigen-
vehicle space, i.e., the PCS created. Traditionally, this space
has been called the face space. This process yields the k
weights wi where

wi ¼ uTi σnew. (5)

We choose the first l weights where l < k and back-
project to get an image A 0 0

new

A 0 0
new ¼

Xl

i¼1

wiσi þ μ. (6)

The image A 0 0
new is subtracted from the original test image

A 0
new to find the Euclidean distance, i.e., DFVS, which is

essentially a back-projection error.

DFVS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm×n

i¼1

ðA 0 0
newi

− Anewi
Þ22

s
. (7)

This is done for every class that yields a new A 0 0
new. The

class related to the PCS that results in the smallest DFVS
is assigned as the class of the test image. We tried to use
a different number of principal eigenvectors to assess the
dependence of accuracy on the number of eigenvectors
used. The detailed results are discussed in Sec. 5. This
approach has an ability to perform well in the case of low
interclass variability (e.g., sedans versus taxis).

3.2 PCA+DIVS
In this approach, we start by employing PCA as described
in the eigenvehicle approach with a slight modification.
We create a PCS (vehicle space) for all the training samples
irrespective of the class label. Therefore, there is only one
PCS as opposed to the previous approach where we created
a separate PCS for each class. All training images irrespec-
tive of class label are used to calculate a covariance matrix C
whose eigenvectors define a single PCS. Then, all training
images in a class C (c ∈ f1; 2g in the two-class case) are
projected onto the PCS and weights are calculated. The
mean weight vector (principal component) wc

mean for each
class is calculated using the first l weights that belong to
the eigenvectors with the largest eigenvalues (l < k, where
k is the total number of training sample images in all the
classes combined, kc is the number of training samples in
a class c, and l will be the dimension of wc

mean):

wc
mean ¼

1

kc
X

uT:σctrain. (8)

For testing, a test image is projected on the PCS to get the
weight vector (principal component) w with l dimensions,
where components of w are calculated using

wi ¼ uTi σnew. (9)

We calculate the Mahalanobis distance dcMahalanobis from
the mean principal component wc

mean of each class.

dcMahalanobis ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðwi − wc

meanÞTC−1ðwi − wc
meanÞ.

q
(10)

The smallest distance decides the class of the test image.

3.3 PCA+SVM
In this approach, we used the approach described in Sec. 3.2
to create the PCS. However, instead of finding the distance
from the mean principal component of each class, we train
PCA vectors using an SVM with a radial basis function
(RBF) kernel.35 The main objective of the SVM training
is to find the largest possible classification margin, which
indicates the minimum value of w in

1

2
wTwþ E

X
ϵi; (11)

where εi ≥ 0 and E is the error tolerance level. The training
vectors are grouped in labeled pairs Liðxi; yiÞ, where xi is a
training vector and yi ∈ f−1; 1g is the class label of xi and
are used in training the SVM that finds the hyperplane leav-
ing the largest possible fraction of points of the same class on
the same side, while maximizing the distance of either class
from the hyperplane. We used four-fold cross-validation and
tried different values for bandwidth to find the best param-
eters for SVM that minimize the cross-validation estimate of
the test error. There are only 50 training examples of each
class, and training SVM using such a small set of training
examples is a challenge. To overcome this problem, we
trained the SVM by using the same set of training examples
repeatedly through a parameter optimization process, which
tries to improve the classification accuracy by choosing the
parameters (bandwidth for the RBF kernel, the error toler-
ance level, and the choice of support vectors, etc.). The over-
all accuracy of the trained SVM classifier also depends on
the choice of number of eigenvectors used. If we use the
first 20 values of a weight vector wi [Eq. (9)] that correspond
to the largest 20 eigenvalues, we can determine the amount
of information retained by the first 20 values of weight vector
by calculating the ratio

Ratio ¼
P

20
i¼1 λiP
100
i¼1 λi

; (12)

where λi is the associated eigenvalue of the PCS. The ratio
was 0.862 for the case of cars versus vans, while it was 0.871
for the case of sedans versus taxis. As we use more dimen-
sions of a weight vector, we retain more information.
However, this does not always reflect directly into better
SVM classification accuracy.

For testing, a test image is projected on the PCS and then
the corresponding principal component is classified using the
trained SVM. The choice of kernel, the size of training set,
bandwidth selection, and number of eigenvectors used play a
major role in the efficiency of SVM training and accuracy of
the results.

3.4 LDA
Approaches based on PCA use the MEFs to classify new
images. However, MEFs are not always the MDFs. LDA
automatically selects the features that provide an effective
feature space to be used for classification.33
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To eliminate the problem of high dimensionality, we start
by employing PCA as described in Sec. 3.2, where all the
images irrespective of class label are projected onto a single
PCS. The dimension of the PCS will be limited by the total
number of training images minus the number of classes. The
LDA involves calculating two matrices: the within-class
scatter matrix SW and the between-class scatter matrix SB.

SW ¼
XC
i¼1

XMi

j¼1

ðyj − μiÞðyj − μiÞT; (13)

SB ¼
XC
i¼1

ðμi − μÞðμi − μÞT; (14)

where C is the number of classes, μi is the mean vector of
a class i, and Mi is the number of samples within class i.
The mean of all the mean vectors is represented by μ and
is calculated as

μ ¼ 1

C

XC
i¼1

μi. (15)

LDA computes a transformation that maximizes the
between-class scatter while minimizing the within-class scat-
ter by maximizing the following ratio: det jSBj∕ det jSW j. The
advantage of using this ratio is that it has been proven in
Ref. 36 that if Sw is a nonsingular matrix, then this ratio
is maximized when the column vectors of the projection
matrix W are the eigenvectors of S−1W SB. W with dimension
C − 1 projects the training data onto a new space called fish-
erfaces. We use W to project all training samples onto fish-
erfaces. The resulting vectors are used to create a KD-tree,
which is employed in finding the approximate nearest neigh-
bors during the classification of a sample image. We use five
nearest neighbors and the class with the highest number of
nearest neighbors is assigned as the class of the vehicle.

3.5 Constellation of SIFT Features
Object recognition techniques that generally work well for
object classification are not directly useful in the case of
object categorization when interclass variability is low. The
problem of vehicle classification is different from many
other object classification problems37 where the difference
between object classes is considerable (e.g., airplane versus
motorcycle). Surveillance videos pose other problems, for
example, surveillance image sizes are generally small and
captured images can have varying lighting conditions.
Affine invariant detectors have been shown to outperform
simple corner detectors in the task of object classification.38

We tried two interest point detectors: Harris–Laplace with
affine invariance and LoG with affine invariance. The
number of interest points detected using these techniques
is small and may not provide enough information to classify
an image successfully.

In this work, we employed a constellation model-based
approach that uses the same techniques as presented in
Ref. 12 with a few modifications. In our implementation,
we extend the approach to do the multiclass classification
and use k-means clustering instead of mean-shift clustering
to improve the computational complexity. Ma and Grimson
used a single Gaussian to model the features and a mixture of

Gaussians (MoG) to model feature positions.12 However, in
our implementation, we model both features and feature
positions as independent MoGs that considers up to six
Gaussians and choose the number of Gaussians that maxi-
mizes the maximum likelihood for training data.

3.6 Fusion of Approaches
We described five approaches that can be used in combina-
tion with each other and improve the classification accuracy.
The fusion of approaches becomes more important when the
number of classes increases. In Sec. 5 we present results
using all these approaches showing that some of them are
better suited for a certain classification task, e.g., PCA
+DIVS works well for the case of cars versus vans, while
PCA+DFVS works well for the case of sedans versus
taxis. As explained earlier, sedans and taxis are disjoint sub-
sets of cars. Therefore, we train two classifiers where the first
classifier uses PCA+DIVS and classifies a test image into
cars and vans. The test images that were classified as cars
are further classified into sedans and taxis using the second
classifier that employs PCA+DFVS. The fusion of different
methods is thus possible and yields better results than just
using a single approach.

4 Visual Traffic Surveillance Framework
In this section, we briefly discuss different parts of our traffic
video surveillance framework. Figure 2 shows the compo-
nents of the framework in the form of a block diagram.

Camera calibration is an important part of computer
vision systems, which is responsible for finding intrinsic
and extrinsic camera parameters, which in our case can be
used to perform ground plane rectification, i.e., if a pixel
in the image appears on the ground plane, its 3-D coordinates
can be found in the world reference frame. We use the same
technique as described in Ref. 8 to extract camera parameters
from a traffic scene. Background modeling and foreground
object detection attempt to detect the moving objects (blobs)
in a traffic scene. The detected blobs are used as candidates
in the vehicle detection and classification stage. To collect
any meaningful information from the sequence of images,
it is important that we should be able to match the objects
detected in consecutive frames. This part of the system tracks
the detected objects (blobs). It also tries to correct possible
errors from the foreground object detection module and
keeps record of the tracks and their 3-D world coordinates
in each frame if available. Assuming that vehicles tend to
move in the forward direction, vehicle tracking results are
aggregated to infer the pose of a vehicle. The classification
can greatly benefit from the knowledge of the pose. As dis-
cussed in the previous section, we implemented five different
algorithms to effectively perform vehicle classification. Even
though certain parts of the framework show dependence on
other parts, this dependence is based on the type of algorithm
chosen for a particular part. For example, if the constellation-
based classifier12 is used in the vehicle classification stage,
we will need to perform edge detection. On the other hand,
if vehicle speed information is not required in a particular
scenario, the camera calibration stage is optional.

For the brevity of the paper, we avoided providing details
about each part of the framework. Interested readers may
consult Ref. 8, which describes in more detail the approaches
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used for the camera calibration, vehicle tracking, and pose
estimation.

5 Results
In this work we have considered five different approaches
for the vehicle classification module. This section provides
details about the experimental setup used during testing, the
effect of different parameter choices on the results, and the
comparison between different approaches.

5.1 Comparison of Vehicle Classification Approaches
5.1.1 Experimental setup

As mentioned in the previous section, vehicle classification
still remains a challenging problem, and the choice of the
algorithm will dictate the overall accuracy of the framework.
However, the lack of standardized video sequences makes
it difficult to qualitatively differentiate between different
vehicle classification approaches. Therefore, we devised
the first experiment that compares different vehicle classifi-
cation techniques presented in the previous section. We
employed a dataset used in Ref. 12, which has very limited
training examples. This is important, as getting ground truth
data is generally expensive and a classification technique that
can be retrained by using only limited samples is important
for real-world scenarios that might require retraining in the
field. The dataset in Ref. 12 defines two classification tasks:
cars versus vans and sedans versus taxis. Previously pub-
lished results that used the same dataset do not consider a
multiclass classification case. Therefore, we combined the
dataset in Ref. 12 and created a more complex task of clas-
sifying three types of vehicles: sedans, vans, and taxis.
Sedans and taxis are the disjoint subsets of class cars. Taxis
differ from sedans in a very minor way in that they carry a
characteristic taxi cab sign on top and are generally full-size
sedans. The dataset provided in Ref. 12 has 50 images of
each class for training and 200 images each of cars, vans,

and sedans and 130 images of taxis for testing. The images
in the dataset have different sizes and therefore are not suit-
able for PCA directly. We normalize all the images to aver-
age width and height (74 × 43 × pixels). For the case of cars
versus vans, we use 50 images from each class for training
and 200 images of each class for testing. For the case
of sedans versus taxis, we use 50 images from each class
for training and 200 images of sedans and 130 images of
taxis for testing. We use the same experimental setup as
in Refs. 12 and 33, so that a fair comparison is performed.
In the case of sedans versus vans versus taxis, we use 50
images of each class for training and 200 images of sedans,
200 images of vans, and 130 images of taxis for testing.

5.1.2 Results

In this paper, we used five different approaches to classify
vehicles. The dataset that we used contains the images of
vehicles taken from a surveillance video camera and seg-
mented using a tracking algorithm.39 The images were taken
such that vehicles are captured in a more general oblique
view instead of side or top view. We compare our approaches
with the approaches presented in Refs. 12 and 33 that use the
same dataset. We observed that changing the number of
eigenvectors used does not change the accuracy of PCA-
based approaches (PCA+DIVS, PCA+DFVS, LDA) greatly.
However, the same cannot be said about PCA + SVM, which
was found to be sensitive to the number of eigenvectors used
in training the SVM. We also observed that our approach
PCA+DFVS outperforms all other approaches in the case
sedans versus taxis, while our approach PCA+DIVS outper-
forms the rest in the case of cars versus vans. In the case
of sedans versus vans versus taxis, the proposed fusion of
approaches (PCA+DIVS and PCA+DFVS) gives the best
results.

The constellation model-based approach presented in this
paper gives performance benefits by using k-means cluster-
ing over mean-shift. It also has an advantage over all other

Camera Calibration

Foreground 
Object Detection

Vehicle Pose Estimation

Vehicle Tracking

Edge Detection

Traffic Parameter Collection

Background Modeling

Vehicle Classification

Classifier Training

Fig. 2 Overview of our visual traffic video surveillance framework.
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approaches presented in this work in that it has an ability to
handle partial occlusions owing to its reliance on local fea-
tures rather than global features. Our constellation model-
based approach gives results comparable to the constellation
model-based approach presented in Ref. 12 for the cases of
cars versus vans and sedans versus taxis. In this work, we
extended the constellation model-based approach to handle
the multiclass case. We can observe that the accuracy
decreases while doing multiclass classification, which can be
attributed to an increased number of common features as the
number of classes increases.

Table 1 shows the accuracy achieved using each approach
and the approaches that yielded the best results are marked in
bold. The accuracy is defined as the number of vehicles clas-
sified correctly divided by the total number of vehicles in the
test dataset. The first seven rows of Table 1 provide the
results obtained using techniques investigated in this paper.
The last two rows of Table 1 give the results obtained by the
state-of-the-art techniques in vehicle classification when
applied to the same dataset, as shown in Refs. 12 and 33,
respectively, and use the same experimental setup as pre-
sented in this paper. However, these techniques do not extend
to perform multiclass classification. The bold values in
Table 1 signify the highest accuracy achieved for a particular
classification task

5.2 Visual Traffic Surveillance System
In the previous section we presented the results of a compari-
son between five different object classification techniques for
the purpose of vehicle classification. The effort was directed
to find a technique that can produce good accuracy even
when interclass variability is small (e.g., sedans versus
taxis). However, the results were obtained using a dataset of
images that contains well-segmented images with a vehicle
covering the center of the image. This assumption cannot be
made in a real-world traffic surveillance system where clas-
sification is generally toward the end of the video surveil-
lance pipeline (see Fig. 2) and therefore it needs to deal
with errors introduced in the previous stages, i.e., foreground

segmentation errors or tracking errors (for example, due to
partial occlusion).

We incorporated in the unified video traffic surveillance
system three of the most promising techniques (PCA +
DFVS, PCA+DIVS, and the constellation model with
explicit shape) that were discovered during our comparison
of the object recognition approaches and tested our system
in terms of its vehicle classification performance directly
from video.

5.2.1 Experimental setup

The lack of publicly available standardized video datasets
to test and compare the vehicle traffic surveillance system
prompted us to record our own video so that the pro-
posed system can be quantitatively evaluated. We used a
Samsung HD Camcorder fixed on a tripod, which in turn
was fixed on an adjacent parking structure of two-storey
height to record the traffic video with 1280 × 720-pixel
resolution. We recorded 21 min of video that was used
for training the vehicle classifier, and after a gap of 10 min,
we recorded another 31 min of video for testing purposes.
We used both video sequences for testing in order to assess
the generality of our classifiers. Each video is recorded with
60 fps, but downsampled to 30 fps before processing.
We also downsampled the video to 640 × 360 pixels while
processing to reduce the computation time.

Figure 3 shows a snapshot from a video sequence used. It
is an intersection with one major street intersecting a minor
street. As we use appearance-based classifiers, we need to
train different classifiers for different orientations. As most
of the traffic is using the major street, we can use two clas-
sifiers: one for traffic coming toward camera, other for traffic
going away from camera.

During the training phase, we process the 20 min of video
using foreground object detection and tracking to find the
bounding boxes for vehicles in each frame. This information
and the video are used with the ground truth verification tool
(GTVT)40 to create the ground truth for the classes of all

Table 1 Comparison of approaches.

Accuracy (%)

Cars versus vans Sedans versus taxis Sedans versus vans versus taxis

PCA+DFVS (eigenvehicle) 98.5 97.57 95.85

PCA+DIVS 99.25 89.69 94.15

PCA+SVM 94.50 91.92

LDA 96 95.15 90.00

Constellation model (implicit shape) 96.25 89.39 85.66

Constellation model (explicit shape) 97 89.09 86.04

A fusion of approaches 96.42

Constellation model12 98.5 95.86

Patch-based object classification33 99.25 95.25
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detected vehicles. For the purpose of this experiment, we
considered four classes: cars, SUVs/vans, pickup trucks,
buses/semis. We refrained from using the class motorcycle
as 20 min of the video that was used for training had
only a single example of it; therefore, enough training sam-
ples could not be extracted from it. We use a two-stage clas-
sification process. In the first stage, the blobs are classified
on the basis of size and very big blobs are classified as buses/
semis. In the second stage, we use the appearance-based clas-
sifier to distinguish between cars, SUVs/vans, and pickup
trucks. Table 2 provides details about the ground truth estab-
lished for the training video using the GTVT.40 In the train-
ing video, there were 101 cars, 123 SUVs/vans, 64 pickup
trucks, 1 bus, and 1 motorcycle. The vehicles that are not
motorcycles or buses/semis and clearly cannot be classified
into cars or pickup trucks are classified as SUVs/vans while
establishing the ground truth. That means we classify
vehicles such as crossovers, small trucks (e.g., U-Haul),
etc. as SUVs. We also establish the ground truth for tracking
such as we record the number of tracks (vehicles) that were
using the major street and were tracked correctly, the number
of turning vehicles, and the tracking failures. Table 3 illus-
trates the tracking results for the training video, which show
that the tracking accuracy of our video surveillance system is
94.51% for this video sequence.

Table 4 provides details about the ground truth established
for the testing video. For testing there were 200 cars, 188
SUVs/vans, 69 pickup trucks, 5 buses/semis, and 2 motor-
cycles. The vehicles that are not motorcycles and buses/
semis are classified as SUVs/vans while establishing the
ground truth. We also establish the ground truth for tracking
such as we record the number of tracks (vehicles) that were
using major street and were tracked correctly, number of
turning vehicles, and tracking failures. Table 5 provides
details about the tracking results on the testing video, for
which we report a tracking accuracy of 94.18%.

In Refs. 26 and 27, Morris and Trivedi improved the
classification accuracy by >10 when combining classi-
fication with tracking. Therefore, we do not delineate a
detection region where classification is done (single-look

 

N. Sierra St. College Ct. 

Fig. 3 A snapshot from video sequence.

Table 2 Classification ground truth for the training video.

Class Number of vehicles

Cars 101

SUVs/vans 123

Pickup trucks 64

Bus 1

Motorcycles 1

Total 291

Table 3 Tracking ground truth/results for the training video.

Correctly tracked and not turning 262

Correctly tracked and turning 13

Tracking failures 16

Table 4 Classification ground truth for the testing video.

Class Number of vehicles

Cars 200

SUVs/vans 188

Pickup trucks 69

Bus 5

Motorcycles 2

Total 464
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classification), but instead classification is done for every
frame and for all the instances of detected objects using
the major street and the results are aggregated using tracking
(multilook classification). In Refs. 26 and 27, a highway-
type of traffic was used to evaluate the approach and the cam-
era was set up such that only side views are visible. This
assumption leads to relatively low perspective distortion
and small changes in the size and appearance of a vehicle as
it moves from one side of the scene to the other. However, in
a general-purpose system, this assumption cannot be made,
and Fig. 4 shows examples of such change in appearance for
a vehicle as it moves across the scene. Therefore, our system
divides the scene in multiple regions and uses different clas-
sifiers for better classification accuracy. Figure 5 shows that
the scene is divided into three regions and each region has
two classifiers for two vehicle orientations. Therefore, we
train a total of six separate classifiers. The video sequence

used contains oblique-view vehicles and hence is more gen-
eral than frontal or side views. If only frontal or side views
are present in a particular scene, the user has a choice to
define a lower number of separate classification regions
and limit the number of classifiers.

After defining classification regions and establishing the
ground truth using GTVT,40 we randomly select 200 images
(100 images per orientation/pose) of each class (three
classes: cars, SUVs/vans, and pickup trucks) for each clas-
sification region. Figure 6 gives an example of the training
samples used, where it can be seen that the vehicle images
are of different sizes. We normalize them to the average
width and height before using them in a classifier training
algorithm.

For region 1, there are two classifiers: classifier1a for
vehicles coming toward camera and classifier1b for vehicles
going away from camera. In a similar manner, we define
classifier2a, classifier2b, classifier3a, and classifier3b.
Therefore, we trained six classifiers (two for each region)
using three different classification techniques that performed
the best in the evaluation performed in the previous section.
The classifiers used are PCA+DFVS, PCA+DIVS, and the
constellation model with explicit shape. After training the
classifiers, we tested it on the same training images to see
how well the classifier can distinguish between the vehicles.
Finally, we incorporated the trained classifiers in our video
traffic surveillance system to determine the classification

Table 5 Tracking ground truth/results for the testing video.

Correctly tracked and not turning 389

Correctly tracked and turning 48

Tracking failure 27

(a) (b) (c) (d)

Fig. 4 Change in size and appearance of a vehicle as it moves across the scene. (a) Vehicle A entering the scene from right. (b) Vehicle A exiting
the scene. (c) Vehicle B entering the scene from left. (d) Vehicle B exiting the scene.

Region 1

Region 2

Region 3

Fig. 5 Classification regions. Blue represents region 1. Red represents region 2. Green represents region 3.
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accuracy in a test video. The rest of this section discusses the
results obtained and compares them with other systems in the
literature.

5.3 Results and Comparison
As explained in the previous section, we tried three different
classification techniques: PCA+DFVS, PCA+DIVS, and the
constellation model with explicit shape.

5.3.1 Results using PCA+DFVS

After training the classifiers, we tested the accuracy using the
same images that were used for training. Table 6 gives details
of the accuracy achieved by each of the six classifiers while
using the PCA+DFVS technique.

We used the trained classifiers in a unified traffic surveil-
lance system to evaluate the vehicle classification frame-
work. If we consider all the vehicles that were recorded in
the ground truth, Table 7 gives the confusion matrix for the
video sequence used for training. For this and all subsequent
confusion matrix tables, the rows define the ground truth,
whereas columns define the detected class. When the track
appears for a very few frames (generally <6) due to turning
or tracking failures, no class value is assigned. The overall

classification accuracy on the training video was 85.88%. If
we only considered vehicles that were detected and tracked
correctly and not turning, then the accuracy improves to
91.60%. Table 8 gives the confusion matrix for correctly
tracked nonturning vehicles.

It is important that the classifiers also perform well on a
video sequence that contains vehicle image samples previ-
ously not seen. We used 31 min of a separate video sequence
for testing the performance of our traffic surveillance system.
We achieved a classification accuracy of 81.90%, if we con-
sider all the vehicles in the ground truth. Table 9 gives the
confusion matrix for this case. Table 10 provides the confu-
sion matrix in the case when only nonturning and correctly
tracked vehicles are considered. The classification accuracy
in this case was 90.49%.

5.3.2 Results using PCA+DIVS

As discussed in the previous section, PCA+DIVS has pro-
duced remarkable results on the dataset provided in Ref. 12.
We trained the required six classifiers as discussed in Sec. 3.
Their performance on the training samples was evaluated
before incorporating them into a unified traffic surveillance
system. Table 11 gives the accuracy achieved by these
classifiers.

We used the trained classifiers in the unified traffic
surveillance system to evaluate the vehicle classification

Fig. 6 An example of training samples used.

Table 7 Confusion matrix for all vehicles in the video sequence used
for training (PCA+DFVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 5 86 9 1 0

SUVs/vans 8 5 106 1 4

Pickups 5 2 2 54 1

Buses/semis 0 0 0 0 1

Table 6 Accuracy on training samples (PCA+DFVS).

Name of the classifier Accuracy (%)

Classifier1a 99.66

Classifier2a 100

Classifier3a 100

Classifier1b 100

Classifier2b 100

Classifier3b 100

Table 8 Confusion matrix for all correctly tracked nonturning vehicles
in the video sequence used for training (PCA+DFVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 0 83 8 0 0

SUVs/vans 1 5 104 0 1

Pickups 2 1 2 52 1

Buses/semis 0 0 0 0 1

Table 9 Confusion matrix for all vehicles in the test video sequence
(PCA+DFVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 11 158 22 9 0

SUVs/vans 9 6 162 7 4

Pickups 4 2 3 56 4

Buses/semis 0 0 0 1 4
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framework. If we consider all the vehicles that were recorded
in the ground truth, Table 12 gives the confusion matrix for
the video sequence used for training. The overall classifi-
cation accuracy on the training video was 81.44%. The
accuracy increases to 87.40% if we only consider vehicles
that were detected and tracked correctly and not turning.
Table 13 gives the confusion matrix for correctly tracked
nonturning vehicles.

We used the same classifiers to evaluate the performance
on the test video sequence. If we consider all the vehicles that
were recorded in the ground truth, Table 14 gives the con-
fusion matrix for the test video sequence. The overall clas-
sification accuracy on the training video was 73.49%. If
we only consider vehicles that were detected and tracked
correctly and not turning, then the accuracy increases to
82.51%. Table 15 gives the confusion matrix for correctly
tracked nonturning vehicles.

5.3.3 Results using the constellation model
(explicit shape)

Algorithms such as PCA+DFVS and PCA+DIVS use global
image features, i.e., they consider an entire image patch for
classification. The constellation model uses local features
such as SIFT and is inherently more capable of handling
partial occlusion. Therefore, we also implemented the
constellation-based model (with explicit shape model) to
evaluate its usefulness in the unified traffic surveillance
system. We kept the same parameters as used in Sec. 3 so
that the robustness of the algorithm can be judged. Initially,
we trained six classifiers and tested them by classifying the
training images. Table 16 gives the accuracy achieved by
each classifier.

We incorporated the trained classifiers into our traffic
surveillance system and evaluated the performance of the
classifier on the video sequence that was used for creating
the training samples.

Table 10 Confusion matrix for all correctly tracked nonturning
vehicles in the test video sequence (PCA+DFVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 0 149 19 3 0

SUVs/vans 0 4 151 3 2

Pickups 0 1 2 48 1

Buses/semis 0 0 0 1 4

Table 11 Accuracy on training samples (PCA+DIVS).

Name of the classifier Accuracy (%)

Classifier1a 98.66

Classifier2a 98.33

Classifier3a 98.33

Classifier1b 99.66

Classifier2b 95

Classifier3b 94

Table 12 Confusion matrix for all vehicles in the video sequence
used for training (PCA+DIVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 6 77 13 5 0

SUVs/vans 8 4 102 6 4

Pickups 4 1 1 57 1

Buses/semis 0 0 0 0 1

Table 13 Confusion matrix for all correctly tracked nonturning
vehicles in the video sequence used for training (PCA+DIVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 0 74 13 4 0

SUVs/vans 1 4 100 5 1

Pickups 1 1 1 54 1

Buses/semis 0 0 0 0 1

Table 14 Confusion matrix for all vehicles in the test video sequence
(PCA+DIVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 11 141 15 33 0

SUVs/vans 9 1 142 29 7

Pickups 4 3 2 54 6

Buses/semis 0 0 0 1 4

Table 15 Confusion matrix for all correctly tracked nonturning
vehicles in the test video sequence (PCA+DIVS).

None Cars SUVs/vans Pickups Buses/semis

Cars 0 134 14 23 0

SUVs/vans 0 1 137 19 2

Pickups 0 2 2 46 2

Buses/semis 0 0 0 1 4
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If we consider all the vehicles that were recorded in the
ground truth, Table 17 gives the confusion matrix for the
video sequence used for training. The overall classification
accuracy on the training video was 72.85%. We achieved the
accuracy of 77.86% only considering vehicles that were
detected and tracked correctly and not turning. Table 18
gives the confusion matrix for correctly tracked nonturning
vehicles.

The constellation model–based approach did not work
as expected. Therefore, we did not perform further exper-
imentation using this approach. The accuracy of the
algorithm highly depends on different parameters such as
the number of clusters, the edge detector’s thresholds, etc.
However, further experimentation with different thresholds
may improve the results and can produce results com-
parable to the previous two approaches, i.e., PCA+DFVS
and PCA+DIVS.

5.3.4 Time complexity

In this section we compare the three approaches (PCA
+DFVS, PCA+DIVS, and the constellation model with
explicit shape) discussed previously in Sec. 3. We observed
that PCA+DFVS outperformed all other approaches. How-
ever, for the purpose of video surveillance, it is important
that the algorithm should be computationally inexpensive.
We profiled these approaches to find the average time
required to process a training image. Table 19 shows the
average time to process an image in the training dataset
using all three approaches considered.

It can be observed from Table 19 that PCA+DIVS is
computationally inexpensive, while the constellation model–
based approach that requires the extraction of SIFT features
for every edge point detected is computationally expensive
and not suitable for real-time video surveillance applications.
By using technologies such as compute unified device archi-
tecture (CUDA) or general-purpose computation on graphics
processing unit (GPGPU),41 the required time for the constel-
lation model–based approach can be reduced to certain
extent.

5.3.5 Comparison with other approaches

In this section, we compare the results obtained by our traffic
surveillance system that employs the vehicle classification
framework to other approaches in the literature and highlight
the contributions of our work. Table 20 lists some of the
most promising approaches for video surveillance. A more
exhaustive list of such approaches is available in a review
paper by Buch et al.42

In this work we presented a unified traffic surveillance
system that appears to outperform many of the approaches
described in the literature. It is difficult to perform a direct
quantitative comparison as various approaches use different
video sequences to validate their results. In Table 20 we lim-
ited the listing to the most promising approaches that use
video sequences of at least 30 min. The lack of publicly
available traffic videos with ground truth is a problem often
faced by researchers in video surveillance. For a small video
of 1 min with 30 fps and having on average four objects
present per frame, the task of creating ground truth requires
labeling 7200 individual objects. The next section discusses
a tool that can help in finding interesting events in a traffic
video.

5.4 Search Assistant Tool
As the number of cameras performing video surveillance
increases, it is becoming important that automated systems
for surveillance be employed to process the video data online
in real-time. However, limitations of computing power and

Table 16 Accuracy on training samples (constellation model).

Name of the classifier Accuracy (%)

Classifier1a 90

Classifier2a 96

Classifier3a 81.66

Classifier1b 90

Classifier2b 75.33

Classifier3b 97.33

Table 17 Confusion matrix for all vehicles in the video sequence
used for training (constellation model).

None Cars SUVs/vans Pickups Buses/semis

Cars 5 85 5 6 0

SUVs/vans 10 5 69 36 4

Pickups 4 0 2 57 1

Buses/semis 0 0 0 0 1

Table 18 Confusion matrix for all correctly tracked nonturning
vehicles in the video sequence used for training (constellation model).

None Cars SUVs/vans Pickups Buses/semis

Cars 0 81 5 5 0

SUVs/vans 3 5 68 34 1

Pickups 1 0 2 54 1

Buses/semis 0 0 0 0 1

Table 19 Average time to process a sample image.

Classifier Average time (ms)

PCA+DFVS 6.63

PCA+DIVS 0.792

Constellation model (explicit shape) 680
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requirements for processing the video on a need-to-know
basis will still require tools that can process the recorded vid-
eos to find relevant events. In the case of traffic surveillance,
it may be relevant to search for events based on certain visual
attributes such as “a white truck coming toward the camera”
or “black car moving away from the camera.” However,
searching for such events manually will be not only time

consuming but also expensive. Therefore, we describe a
tool that can automate this process by helping the user to
find instances of an event based on visual attributes.

Content-based video indexing and retrieval have a wide
range of applications such as quick browsing of video fold-
ers, remote instruction, digital museums, news event analy-
sis, intelligent management of web videos (useful video

Table 20 Comparison with other approaches (the last row corresponds to our system).

Urban/ highway Real time Ref Algorithm Performance Comments

Urban Yes 17 3-D convex hull matching
for eight vehicle classes

91.5% classification
accuracy on correctly
detected vehicles,
overall 82.8%

Restricted view with delineated detection region.
High mounted camera to limit partial occlusion.
Vehicle size-based classification cannot handle
classes such as SUVs and pickup trucks. No
appearance-based information was used. Requires
camera calibration for classifier to work.

Urban Yes 43 3-D model-based vehicle
tracking

65% classification
accuracy

15-min test video was used.

Urban Yes 20 3-D model matching
against Gaussian mixture
model (GMM) silhouettes

89.8% classification
accuracy on correctly
detected tracks

1-h video was used. It cannot handle classes such
as pickup trucks versus SUVs that have similar
sizes. Requires camera calibration for classifier
to work.

Urban No 19 Appearance model: 3-D
HOG to classify road users

92.1% classification
accuracy on correctly
detected tracks

1-h video was used. Requires camera calibration
for classifier to work. Computationally demanding.

Highway Yes 27 Single Gaussian
background model with
size-based vehicle
classifier. Uses LDA+ K-
nearest neighbor (KNN).

88.4% classification
accuracy on 2-h video

Only side view of vehicles, with very high mounted
camera. Highway scenes generally produce better
results than urban traffic scenes.

Urban
Our approach with
PCA+DFVS

Yes Classification using PCA
+DFVS and result
aggregation using tracking

Classification accuracy
of 91.6% on a training
video of 20 min, and
90.49% classification
accuracy on a test
video of 31 min

Does not assume a particular camera angle.
Camera calibration is not required for successful
classification. Can handle multilane traffic with
cases of partial occlusion. Also performs traffic
parameter collection and records parameters
such as speed and appearance of a vehicle.

Fig. 7 Screenshot of search assistant tool (SAT).
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search and harmful video tracing), and video surveillance.
Interested readers can refer to Ref. 44 for a survey on visual
content-based video indexing and retrieval.

In the case of the search assistant tool (SAT) proposed in
this work, we start by processing a given traffic video using
the traffic surveillance approach described in Sec. 3 and rec-
ord the traffic parameters. These recorded traffic parameters
are then used as an input to the SAT. Figure 7 shows a screen-
shot of SATafter loading a traffic video and the relevant track
parameter information. Figure 8 shows a screenshot of SAT
after processing a query, “White cars moving left to right.”
The listbox at the bottom is populated by all instances (as
video subsequences within the large video being queried)
found for this event, which can be shown by clicking on
each of them. A direct application of this tool can be envi-
sioned in the context of law enforcement, where a witness
may only remember a few visual attributes of a suspect.
Assuming that a very large surveillance video is available,
this SAT can be used to query the video based on those
attributes in order to obtain just the relevant instances
(small video sequences) to be presented to the witness for
further investigation.

6 Conclusion
In this work we describe an integrated system for video traffic
surveillance that can robustly and efficiently detect, track, and
classify vehicles. We have investigated and compared five
different approaches for vehicle classification. Using the
PCA+DFVS (eigenvehicle) approach, we were able to achieve
an accuracy of 97.57% in the challenging case of sedans versus
taxis, which is higher than any published results using this data-
set. PCA+DIVS outperformed all other approaches investigated
in this paper in the case of cars versus vans. We also extended
the constellation model approach12 for classifying all three
vehicle classes at the same time. LDA performed reliably,
but did not produce the best results in any of the cases we exper-
imented on. PCA+SVM showed its utility in the task of vehicle
classification, but it was observed that the method is sensitive to

the choice of training parameters and the number of eigen-
vectors used. Overall, PCA+DFVS approach achieves good
results. However, the constellation model-based approach
can be configured to work better in the presence of partial
occlusion and minor rotations. We also presented a fusion
approach that combines two classifiers and achieves improve-
ments over using just one approach. We report an accuracy of
96.42% in case of sedans versus vans versus taxis using a fusion
of approaches. We can use the SIFT-PCA features to train the
constellation models. Also, features other than SIFT, such as
LoG affine regions, can be used for modeling. The performance
of the constellation model deteriorates as we extend it to multi-
ple classes. A boosting algorithm can be used to choose the
appropriate features for training.

After incorporating the vehicle classification framework
into our unified traffic surveillance system, we achieved a
classification accuracy as high as 90.49% on a 31-min
test video sequence and 91.6% on a training video of
20 min. This was achieved by combining the classification
results with the tracking results. We considered four vehicle
classes: cars, SUVs/vans, pickup trucks, and buses/semis.
We evaluated and compared three different classification
techniques: PCA+DFVS, PCA+DIVS, and the constellation
model, and found that PCA+DFVS produces the best results,
while PCA+DIVS is the fastest of all three. Our classification
framework performed considerably well considering that we
impose no viewpoint restriction. Also, we were able to
achieve a frame rate of about 6 fps while using PCA
+DIVS. The SAT discussed in the previous section can be
used in conjunction with the traffic surveillance system to
extract instances of events described through visual attributes
such as “a white pickup truck moving left to right.”

The current classification framework requires that initial
training examples must be provided by establishing the
ground truth manually. GTVT40 greatly reduces efforts
required for establishing the ground truth, but it still is a cum-
bersome process. The same can be said about initial camera
calibration, which is important for finding information such

Fig. 8 Screenshot of SAT after processing a query.
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as the area of a blob in 3-D world coordinates and the speed
of a vehicle. The camera calibration can be automated by
using the Hough transform45 to find lane structures on the
street surface. The process of establishing the ground truth
can be automated by using a 3-D model-based approach,8

with strong thresholds (low false positives) to train an
appearance-based approach such as PCA+DFVS for better
accuracy. We tested our algorithm on a test sequence of
31 min, which is considerably longer than many other
approaches that use video sequences as short as 2 min.46

However, for a real-world scenario, it is important that the
classification framework will need to be updated periodically
to cope with illumination changes. The approach based on
PCA is best suited for this purpose as incremental PCA47

can be implemented to handle the changes gradually rather
than retraining a model from scratch. We can also combine
image feature-based approaches with appearance-based
methods to achieve better performance.
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