Intr oduction to Artificial Neural Networks

What is an Artificial Neural Network ?

- It is a @mputational system inspired by the
Structure
Processing Method
Learning Ability

of a biological brain

- Characteristics of Artificial Neural Netwks

A large number of @ry simple processing neuron-élrocessing
elements

A lage number of weighted connections between the elements

Distributed representation of kwtedge @er the connections

Knowledge is acquired by nebsk through a learning process
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Why Artificial Neural Netw orks ?

- Massve Paallelism

- Distributed representation
- Learning ability

- Generalization ablity

- Fault tolerance

Elements of Artificial Neural Networks

- Processing Units
- Topology

- Learning Algorithm

Processing Units
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Node input: neti = ZW” Ii
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Node Output:O; = f(net;)
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Learning

- Learn the connection weights from a set of trainxep®ples

- Different netwrk architectures required thfent learning algo-

rithms

Supervised Learning

The netvork is provided with a correct answer (output) foregy
input pattern

hts are determined to allothe netvork to produce answers

as cgiose as possible to the Wmocorrect answers

The back-propagation algorithm belongs into this cafery
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Unsupervised Learning

Does not require a correct answer associated with each input pat-
tern in the training set

Explores the underlying structure in the data, or correlations
between patterns in the data, andanizes patterns into cate-
gories from these correlations

TheKohonen algorithm belongs into this cat@ry

Hybrid Learning

Comnines supervised and unsupervised learning

Pat of the weights are determined through supervised learning
and the others are obtained through aunsupervised learning

Computational Properties

A single hidden layer feed-foravd netvark with arbitrary sigmoid
hidden layer actetion functions can approximate arbitrarily well an
arbitrary mapping from one finite dimensional space to another

Description of Exclusive-OR Classes with General
decision regions problem meshed regions region shapes
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 Practical Issues

- Generalization vs Memorization

Good fit Bad fit

How to choose the netark size (free parameters)
How mary training exkamples

When to stop training

* Applications

- Pattern Classification

- Clustering/Catgorization

- Function approximation

- Prediction/Forecasting

- Optimization

- Content-addressable Memory

- Control
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* Two Successful Aplications

- Zipcode Recognition

10 output units
fully connected
~ 300 links

layer H3
30 hidden units fully connected

~ 6000 links

layer H2

12 x 16=192 i

hidden units S ... ~ 40,000 links
from 12 kernels
5x5x8

layer Hi

12 x 64 = 768

hidden units
~20,000 links
from 12 kernels
5ixes

input
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