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 Abstract—As patients become more proactive about their
health and turn to technologies such as the Internet to acquire
knowledge,  the  patient-health  care  professional  relationship
has been changing. Traditionally, information has flowed from
health care professional  to patient,  but change to a two-way
dialogue is taking place. In this study, we examine a high level
design  of  a  perceived  medical  system  and  determine  the
implications  of  adding  patients  as  active  contributors.  The
main  challenge  of  modifying  existing  systems  to  incorporate
patient interaction is preserving system integrity. We propose a
systematic  approach  to  support  scaling  health  care  systems
while preserving system integrity. Distributed systems such as
personal health records and eHealth systems provide two ways
in which patients  can become more  involved with their  own
health  care  with  or  without  the  involvement  of  health  care
professionals. It is important that modifications to such systems
do  not  compromise  patient  record  integrity  regardless  of
whether the patient is working alone or with their health care
professional. The lack of central control in distributed systems
added to the complexity of health systems poses challenges for
design  and  modification.  Of  particular  interest  is  the
identification  of  emergent  behavior  (behavior  not  explicitly
specified  in  the  specifications)  in  distributed  systems  not
explicitly  defined  in  the  requirements  of  its  individual
components.  Use  of  the  new  emergent  behavior  detection
(EBD)  tool  offers  potentially  considerable  cost  savings  by
proactively identifying such behaviors during the design rather
than the deployment phase of a project.  Based on high level
message  sequence  charts,  the  EBD  tool  highlighted  a  data
synchronization  issue  between  the  main  database  and  the
patient's  interface  to  the  system.  This  provides  valuable
feedback  of  the  early  health  system  design  which  benefits
future design development.
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I. INTRODUCTION

Patients are becoming more interested in managing their
own  health,  which  is  leading  to  changes  in  traditional
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information dissemination from the health care professional
to the patient [1]. In managing this change, it is necessary to
design software applications to support both the health care
professional and the patient in the clinic and out. Personal
health  records  and  eHealth  systems  provide  two  ways  in
which  the  patient  can  be  involved  in  health  management.
First, we will look at existing definitions for each of these
concepts,  examine some concepts  from literature  for  each,
and see how they are related.

There is no currently agreed upon definition for eHealth
[2],  but  health and technology are two common themes in
this  area  [3].  Previous  work  has  shown  there  exists  little
evidence to support claims of cost effectiveness and patient
outcome  improvements  through  eHealth  systems  [4]  even
through  eHealth  systems  have  been  implemented  (such  as
eHealth  Ontario  [5])  or  are  in  the  process  of  being
implemented  (such  as  the  European  Commission  eHealth
Network  [6]).  In  one  study,  the  authors  recommend
evaluating  new  health  technologies  comprehensively  from
both  social  and  technological  standpoints  to  achieve  an
optimal result [4]. Considering both social and technological
factors is a large undertaking, so we only focus on one aspect
of the technological perspective here – emergent behavior in
the design of new health software.

Personal health records can be defined as private, secure,
and  confidential  electronic  systems  which  range  in
complexity  and  allow users  to  access,  manage,  and  share
health information of their own and those for whom they are
authorized  [7,  8].  Some  personal  health  systems  provide
standalone  data  for  tracking  of,  for  example,  physical
activity,  diet,  weight,  and  sleep  (such  as  FitBit  and
MyFitnessPal  [9,  10])  allowing  the  patient  to  track
information independent of a health care professional. Other
personal health and eHealth systems integrate guidance from
a health care professional [8]. Such interconnected systems
provide  more  significant  benefits  [8],  one  of  which  is
improved communication between health care professionals
and patients [11]. In the preliminary design presented here,
communication facilitation between patient  and health care
professional  via  a  software  tool  is  expected  to  increase
patient knowledge and involvement in a health program.

However, modifying existing systems to allow or increase
patient interaction can be a challenging task. It is important to
ensure modifications will  not  compromise system integrity
and  lack  of  central  control  in  distributed  systems  poses
challenges  such  as  emergent  behavior  [12-17].  Emergent
behavior is behavior in a synthesized model of the distributed
system not explicitly specified in its specification. Emergent
behavior  arises  when there  is  a  state  in  which  the  system
component cannot determine which course of action to take.
For  instance,  deadlock  is  a  form  of  emergent  behavior.
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Although emergent behavior is not always problematic, there
are  many  cases  in  which  emergent  behavior  becomes
synonymous with unwanted behavior of the system [12-17].

Literature  suggests  that  detecting  unwanted  behavior
during the design phase of a project is up to 20 times less
expensive than finding that behavior during the deployment
phase  [18].  Unfortunately,  manual  review  to  reconcile
requirement and design documents may not efficiently detect
all  the  design  flaws  and  emergent  behaviors  when
components interact as part of a large and complex system. 

To ensure integrity of software systems,  methodologies
using  scenario-based  software  engineering  have  been
derived.  The emergent  behavior  detection (EBD) tool  was
developed  using  this  approach  and  is  used  to  analyze  a
variety  of  software  systems  in  areas  such  as  robotics  and
engineering [14, 19].  This tool performs automated analysis
of  design  artifacts  and  software  requirements  using  the
message sequence chart (MSC) formal notation developed by
the International Telecommunication Union (ITU) [20]. 

In this paper, we demonstrate the use of the EBD tool in

the complex context of a personal health system. Previous
work with the EBD tool has not covered the patient element.
The design of the system presented here is very high level
and is based on private conversations with people involved in
community health programs for cancer patients [21, 22]. The
EBD tool is used to detect possible emergent behavior arising
when an existing patient program is modified to become  a
system including both health care professionals and patients. 

The remainder of this paper is organized as follows: in
Section 2, the details of the original and modified personal
health systems are presented as use case diagrams with key
features of the systems expressed in MSC formal notation.
This allows us to use software analysis methodology and the
EBD tool  in  Section 3  to  identify  emergent  behavior  that
might occur during the move to the modified personal health
system. Section 4 presents results and conclusions and future
work are presented in Section 5.

II. CASE STUDY: PERSONAL HEALTH SYSTEM

First,  we provide details  of  an  existing personal  health
system with use case diagrams and message sequence charts
(MSC). Then, the modified system is presented through use
case diagrams and MSCs.

A. Existing System

The existing system has interactions between patients and
health  care  professionals  (HCP).  The  main  events  include
recording  information  on  paper  (patient),  submitting  logs
(patient to HCP), and entering data into a database (HCP). 

Figure 2 illustrates appointments and program execution
(comprised of creation and maintenance). Note that the HCP
is  a  central  figure  in  the  system.  Their  roles  include
transferring data from patients to the database and creating
and maintaining the program. Although the patient has two
points of entry into the system – requesting an appointment
action and submitting logs – both are mediated by a HCP.

Fig. 1. Message sequence chart for creation of new patient program shown in the emergent behavior detection tool. The health care professional can
modify the patient's file, but the patient can neither view nor contribute.

Fig. 2. Use case diagram of the existing system. Patient interactions are
done either on paper or verbally with the health care professional. The
health  care  professional  can access  the  database  and manually  enters
information collected from the patient.
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The use cases in Figure 2 are further detailed by the MSC
in  Figure  1  which  shows  the  creation  of  a  new  patient
program. Once the HCP has created the program, they meet
with the patient to share the information via paper and verbal
explanations. Information is always being routed through the
HCP, which leaves room for error. For example, if the HCP
is running short on time (a common occurrence), information
for patient A may inadvertently be given to patient B.

A  second  scenario  is  updating  the  patient's  program
(Figure  3).  Here,  the  HCP modifies  the  patient's  program
according to their progress. As the HCP receives logs from
the patient  and enters  them into the database,  the  HCP is
aware of the patient’s status (such as any missing logs). Once
the program is modified, the HCP meets with the patient to
go  over  updates  and  changes  via  paper  and  verbal
interactions.  Again,  the  information  is  routed  through  the
HCP potentially leading to errors, especially if more than one
HCP is  involved  or  time  is  an  issue.  Note  that  Figure  3
highlights limited patient involvement.

B. Modified System

Figure 4 shows the use case diagram for a set of proposed
modifications  to  the  existing  system.  Of  significant
importance is the number of points of entry the patient has

into the system and the characteristics of these entry points.
Many entry points allow the patient to directly interact with
the database rather than dealing with a gatekeeper (the HCP).
This allows patients to request and enter information, which
may improve  data  integrity  (reduces  the  number  of  times
information is recorded/number of people entering the same
data)  and  reduce  the  time  the  HCP  spends  on  tasks  the
patients  can  now execute  on their  own (such  as  checking
appointment times).

In  this  scenario,  the  patient  and  HCP  each  have  an
interface connecting to the system. For example, the patient
and  HCP  are  both  able  to  create,  modify,  and  delete
appointments. HCPs are able to create and modify programs
for patients and patients are immediately notified of changes.
Patients are able to enter their logs directly into the system
and this data can be immediately seen by the HCP.

Further  exploring  the  use  case  in  Figure  4,  Figure  5
illustrates the happy path (sequence of events executed with
no exceptions [23])  of updating a program in the modified
system. In this case, the HCP views the patient's information
and  tweaks  the  program according  to  the  patient's  current
state. After the changes have been made, the HCP interface is
updated, the patient is notified of the changes, and the patient
interface  is  updated.  This  path  assumes  the  patient
information is accurate and up-to-date.

The next section introduces the EBD tool used to verify
the MSCs and suggests considerations for system integrity.

III. DESIGN VERIFICATION

Analyzing the design of distributed systems consists of
two steps [14]. First, the behavior model with each system
component described as scenarios is constructed. Second, the
system  is  analyzed  for  design  flaws  such  as  emergent
behavior. In this section, we show how the scenarios from the
original  system and proposed system can be input into the
EBD tool for automated analysis of software design artifacts.
The EBD tool performs this analysis  by extracting domain
knowledge from scenarios and reporting on possible areas of
emergent behavior [14, 19].

A. Behavior Modeling

The  model  describing  the  behavior  of  each  system
component  is  usually  called  the  behavioral  model.  The
process  of  building the behavioral  model from a scenario-
based specification is called the synthesis process [15, 24]. A
commonly used model for behavioral modeling of individual
components is the state machine. There are several reports on
the procedure of converting a set of sequence diagrams to a
behavioral model expressed by state machines [25-27]. In the
synthesis  process,  one  state  machine  is  built  for  each
component. The state machine includes all the interactions of
a  component  based  on  the  messages  it  receives  or  sends.
Figure 6 depicts the behavior model for the system controller
component  post-system  modification.  Theoretically,  the
behavior  of  the  system  can  be  described  by  the  union
(parallel execution) of all the state machines of the individual
system  components.  The  detailed  mechanism  for  the
synthesis of behavior models has been outlined in [14, 19].

B. Detection of Emergent Behavior

At this point, each agent is analyzed for design faults or
emergent behavior. This happens when identical states exist
in the  union  of state  machines obtained  through  behavioral

Fig. 3. Message sequence chart for updating an existing patient program.
Again, the health care professional is able to modify the patient's file, but the
patient has no way to view or contribute to the file.

Fig. 4. Use case diagram of proposed modified system. Here, the patient
has more points of entry into the system. The health care professional and
patient work together to contribute to the patient's information.

Fig. 5.  Message sequence chart for program update done by both patient
and the health care professional. The health care professional updates the
patient program. Updates are pushed to both the patient and health care
professional  interfaces.  Contrary  to  program  updates  in  Figure  3,  the
patient receives updates/has access to the latest database information.

Fig. 6. Behavior model for the system controller post-modification.
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modeling [14, 19]. Identical states are defined and treated
differently  in  various  works.  For  instance,  Whittle  and
Schumann propose the assignment of global variables to the
states by the system designer [28, 29]. However, the outcome
of this approach is not always consistent as global variables
chosen by different domain experts may vary. 

This  research  formally  defined  the  identical  states  and
semantic  causality  to  unify  the  approaches  [14].  Semantic
causality is an invariant property of the system and is defined
as  sequence  of  messages  (events)  an  agent  must  keep  to
perform  subsequent  operations  [14].  This  information  is
extracted from scenarios using an ontology-based approach
[30]. Based on semantic causality,  an efficient  and reliable
method to assign values to the states of the state machines
has  been  achieved  (details  presented  in  [14]).  This
methodology  has  been  developed  into  a  software  tool  to
automate the process of emergent behavior detection (Figure
7).  This  figure  accepts  scenarios  as  input  and  detects  and
reports emergent behavior.

IV. CONCLUSIONS AND FUTURE WORK

Personal health systems and eHealth systems can provide
patients with information about their health while allowing
them to contribute additional information. However, creating
a distributed system to support this is challenging. By using
the EBD software  to  evaluate  the modified system design
presented  here,  we  identified  an  issue  preserving  system
integrity where stale data could affect program changes. 

Future work includes integrating the emergent behavior
detected  into  the  software  design,  expanding  the  clinical
workflow, and using the EBD software to detect  emergent
behavior  in  a  more  mature  design.  In  addition,  ensuring
proper system security is  in place,  preserving privacy,  and
considering social factors should be taken into account.
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