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Abstract

A schemédor disk subsystenperformancenhancement
that is basedon (virtual) cylinder remappingis pro-
posed.A naturalworkloadonarealsystenis measured,
and statisticaltestsare usedto determinethat disk ac-
cessesareappropriatelymodeledoy afirst orderMarkov
chain. Maximum likelihood estimatorsof the Markov
modelparameterareusedin a simulatedannealingal-
gorithmto find a permutationof the (virtual) cylinders
that substantiallyreducesexpectedseekdistance. This
permutationis theninstalledin a real systemandtested
undera workloadthatis stochasticallygeneratedrom
theMarkovmodel. Theproposedchemas seerto offer
a 25.6%reductionin meanservicetime whencompared
to theoriginal (unmappedtylinderarrangement.

keywords: Disk subsystemCylindermappingMarkov
models,SimulatedannealingUNIXTM  DG/UXTM

1. INTRODUCTION

Although CPU speedsof workstationsand minicom-
putershave increasedby at leastan order of magni-
tude in the last five years, most of us in the univer-
sity environmenthave not witnessedan accompany-
ing order of magnitudeincreasein overall computer
system performance. The reality of using heavily
loadedsystemsis that we computeat disk speed,not
CPU speedandthe performanceof disk hardwarehas
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simply not kept pace. As a result, the possibility
of performance-enhancingodificationsto disk device
driversandfile systemstructurescontinuesto receive
substantiahttentionfrom operatingsystemdesigners.

We havepreviouslyinvestigatedliskscheduling
algorithmsJ[1, 2, 7, 8, 9, 10 which are usedto decide
which of a queueof pendingdisk requestsshouldbe
servednext. The conclusionsof thosestudiescan be
briefly summarizedsfollows:

¢ On heavily loadedsystems,we can expectgood
schedulingo reduceaveragerequestvaiting time
by as much as 50% from that experiencedunder
first-come first-servedscheduling.

e The bestoverall performanceappeardo be pro-
videdby the WSCAN algorithm[10]:

1. Maintain a preferredread/writeheaddirec-
tion, in (towardshub)or out (towardsedge).

2. Servenext the physically closestrequestin
the preferreddirection, unlessa requestfalls
in avery small“window” behindthehead,n
the oppositedirection. In this case servethe
requesin thewindow, butdo not changethe
window locationor the preferreddirection.

3. If norequestexistin the preferreddirection,
changehe preferreddirection.

The WSCAN algorithmhasbeenindependentlytested
by Data General,and will be incorporatedin a forth-
comingreleaseof their DG/UX operatingsystem.
Another approachto disk subsystemperfor-
manceimprovementhas been suggestedecently by
Vongsathornand Carson[12]. They conjecturethat
seektimescouldbesubstantiallyeducedf thearrange-
ment of information on the disk cylinders “matched”
the natural arrangementf requestsgeneratedby the
workload. Theyobservehatonadiskwith N cylinders
the sequencef cylindersvisited canbe approximately



modeledby adiscrete-timeMarkov chainwith N states.
Using their notation,we let =; denotethe steady-state
probability thatthe read/writeheadis on cylinders, and
let p;; denotethe conditionalprobability that the head
movesnext to cylinder j, given thatit is on cylinder
i. Minimizing expectedseekdistancethenamountsto
finding that permutation,P, of {1,2,..N} that mini-
mizes

N N

ZZ — P(j)|mipij, (1)
i=1j=1

and then remappingthe cylinders accordingto that
permutation Notethatanysuchpermutatiomemapping
canbe accomplishedy a sequencef simple pairwise
exchangesf cylindercontents.

Neverthelessthe numberof permutationgo be
consideredn minimizing (1) is N!, whereareasonable
valueof N is 2000. Since2000! ~ 10°76, whichdwarfs
the numberof atomsin the universe,the problem of
finding this optimum permutationis clearly intractable.
Vongsathornand Carsonresortto an approximation:
theyassumendependentylinderaccessi.e. p;; = ;,
andthereforetheyneedonly minimize

ZZlP

i=1j5=1

E[P|independent] = (DNmim;. (2)

From [6] the permutationP that minimizes(2) is the
so-calledpipe organ arrangementin which the most
frequentlyaccesseaylinder is in the middle, the next
two mostfrequentlyaccessedylindersare adjacento
thefirstandon oppositesidesof it, andsoon. Theypro-
ceedto implementa fault-tolerantcylinder remapping
scheme,basedon pairwise cylinder exchange which
providesthis pipe organarrangement.

The simplifying assumptionof independent
cylinder accessis a point of contentionamong sys-
temdesignersThedesigner®f DataGenerals DG/UX
operatingsystemarmue that cylinder sequencelepen-
denciesare extremelyimportant[4]. They find that,
in typical userworkloads,accesdo a file index node
(inode)is oftenimmediatelyfollowed by accesgo the
blocksof thefile itself. Forthisreasortheypartitionfile
systemsinto Disk Allocation Regions(DAR’s) which
containboth inodesand the associated¢ontiguousfile
blocks. This designmight be regardedas a heuristic
attemptto minimize (1).

Thevalidity of theindependentylinder access
assumptionis clearly workload and architecturede-
pendent,but, for any particularsystem,it is still best
examinedn two phases:

1. Do we haverealdatafrom our systenthatallows
usto rejectthe independencassumptiorin favor
of aspecificMarkov model?

2. Does 1 matter i.e., evenif the answeris yes,
canwe improve significantly uponthe pipe organ
arrangement?

In this paperwe present casestudyof arealworkload
onarealsystenfor whichtheansweto bothquestionss
aqualified“yes.” We describeaworkloadmeasurement
andtestingtechniquethat allows usto determinewhen
to rejectindependencen favor of aMarkov model,and
we describean approachto the optimizationproblem,
(1), thatallows significantperformancegains.

The remainderof the paperis organizedasfol-
lows. In section2 we describethe experimentablat-
form, the workload, and the measurementacility. In
section3 we describethe Markov modelderivedfrom
our measurementhe testfor modelorder andthere-
sults of its applicationto our measuredvorkload. In
section4 we describea techniquefor finding cylinder
permutations P, that “match” the measuredvorkload
in the senseof minimizing expectedseekdistance(1).
Sections containsadescriptiorof theinstallationof our
cylinderremappindacility andtestresultsfrom its use
in a real system. It also enumeratesomeimplemen-
tation issuesthat mustbe addressedh a further study
Conclusiondollow in section6.

2. WORKLOAD

Our experimentwas performed on a Data General
AViiONTM AV 4000runningtheDG/UX 4.300perating
system,a symmetricmultiprocessoimplementatiorof
UNIX. Thetestdisk wasa 179 Mbyte SCSIdrive with
an AdaptecAIC-6250 Protocol Chip as businterface.
This architecturepresentedwo obstacledo remapping
physicalcylinders. First, SCSldrives attemptto hide
physicalcylinderlayoutfrom the operatingsystemand
S0 extensivetesting was necessarto determinethe
layout. Secondthe extensivetestingrevealeda most
inconvenienphysicalstructure:onthis 179Mbytedisk,
thenumberof sectorgertrackis variable rangingfrom
31to 53. With 5 surfacesthecylindersthenvaryin size
from 155to 265sectors.

Since working directly with this unusualand
inconvenientphysical structurewould have restricted
portability and addedto implementationoverhead we
choseinsteadto focuson virtual cylinders A virtual
cylinderisagroupof consecutivg@hysicalsectoravhich
may crossphysicalcylinder boundaries. The size (in
sectors)of a virtual cylinder was dictatedby several
considerationslt hadto be smallenoughto capturereal
cylinderrequestlependenciegfut not sosmallthatthe
total numberof virtual cylinders,which is the number

TM AViiON is atrademarkof DataGeneralCorp.



of statesin our workload model, would render the
modelunmanageableFurther as discussedn section
5, implementationis facilitated by choosinga virtual
cylindersizethatis anintegermultiple of the operating
systems$ defaulttransfersize. In DG/UX 4.30this is
16 sectors(8 Kbytes). Thuswe chosel60 sectors(32
sectorsx 5 surfacespsthevirtual cylinder size,which
gaveus2,181virtual cylinders.

The AViiON 4000 andits 179 Mbyte disk are
reservedor specialprojects,suchasthis one,andthus
its naturalworkloadis not representativef the general
programmingmix we wishedto study Fortunately
this systemis attachedo (bootsfrom) a Data General
AViiON AV 200 with a 330 Mbyte SCSI disk drive
whichis in generauseby studentandfaculty, andthus
doessupportthedesiredworkloadmix.

We choseto monitor thelatter systemandadapt
its measuredvorkloadto the former. We built a new
DG/UX kernelfor the AV 200which containeda global
memoryregionto recorddisk requestsForeachrequest
we recordedthe sectornumbey the time the request
enteredthe WSCAN queue,and the time the request
left the WSCAN queueto enterservice. To extractthe
recordednformationfrom kernelmemory we included
a new systemcall that simply readthe kernelvariables
andwrote themto useraddresspace.An independent
userprocesyeriodicallyexercisedhe systemcall and
wrote resultsto a remote file via NFS in order to
minimize interferencewith the naturalload on the 330
Mbyte disk.

We monitoredthe systemfor a period of three

days,which yieldeda streamof 163,681disk accesses.

SinceWSCAN wasin effect, andnot FCFS,the stream
leavingthequeudifferedfrom thestreamarrivingto the
gueue. The effects of the schedulingalgorithm cannot
beignored,andthusit is the departurestreamthatis of
interest. Finally, we partitionedthe sectorsof the 330
Mbyte drive to yield thedesired?,181virtual cylinders,
andthenre-expressethe departurestreamin termsof
thesevirtual cylinders. This streamof virtual cylinder
requestswas then usedto producea Markov model
representatioof the workloadthatcouldbetransferred
to thetestsystem.

3. AMARKOV MODEL

A first-order Markov chain,suchasdescribedn
sectionl, is onein which nextstateprobabilitiesdepend
only uponthe currentstate. If next stateprobabilities
dependuponthe last2, 3, or, moregenerally n states
visited, then the Markov chainis saidto be of order
2, 3, or n. In this sameterminology an independent
accesanodelis an order 0 Markov chain, since next

stateprobabilitiesdonotdependuponanystatesvisited.
Weassumehatthemeasuredequencef virtual
cylinders visited representsa Markov chain of some
order perhapsorder0. Following Haring [3], we can
testfor this order Let ve(t) € {1,2,...,2181} denote
the virtual cylinder accessedn the t** requestwhere
thetotal numberof requestss 7' = 163,681.Let

' _ 1 ifve(t)=y
Ni(t) = { 0 otherwise
- _ 1 if ve(t)=j andve(t — 1)=¢
Nig(t) = { 0 otherwise
Maximumlikelihood estimatorsof 7; andp;; arethen
T
= Ni(t)/T
t=1

and

T T
pii =y Nij(t)/ Y Ni(t 1)
t=2 t=2
We first testedthe hypothesis

Ho:pij =m; Vi,j (Markovchainisorder0)

versusthealternative
Hi:pij # 7
From([3],

N N T
X6 = ZZZNN - 1) [pij — 7517/ #;

hasy? limiting distribution with N (N — 1) degreesf
freedom. For suchlarge degreesf freedom,we can

Vi,j (Markovchainhasorder> 1)

regardy/2x3 — /2N (N — 1) — 1 asa samplefrom a
standardnormal [11]. Our measuredvirtual cylinder
streamyielded y3 = 41.49 x 1P, which allowedus to
rejectHy atsignificancdevellessthan0.001.

We testedfor higherorderusinga similar pro-
cedure.Let ;5 denotethe conditionalprobability that
theread/writeheadmovesnextto cylinder k£, giventhat
it is now on cylinder j and arrived at cylinder j from
cylinderi. If

1 if ve(t)=k, ve(t — 1)=j,
Nijr(t) = andvc(t — 2)=i
0 otherwise

thena maximumlikelihood estimatorof -;; 1, is

T T

Fije =y Nige(t)/ Y Nij(t = 1)

t=3 t=3



andwe cantest

Ho :7vijr = pjr V4,5, k (Markovchainis orderl)
versughe alternative
Hi:vijx # pjx Vi, j,k (order> 2)
by using

:l

WMZ

T
Z 1) Bijr — pixl/ ik
:3

which has x?2 limiting distribution with N (N — 1)2
degreesof freedom. In this casewe were unableto
reject Ho (evenatthe0.1significancdevel),andsowe
concludethata first orderMarkov chainbestdescribes
the measuredvorkload. Neverthelessye mustqualify
this conclusionwith the observatiorthat 7" = 163,681
may be insufficient for this secondtest, andadditional
measurememnnay beuseful.

4. OPTIMIZATION

Simulatedannealing[5] is a probabilistic al-
gorithm that has beenapplied to many optimization
problemsin which the set of feasiblesolutionsis so
largethatanexhaustivesearcHor the optimumsolution
is out of the question. The optimal placemenbf 2,181
virtual cylinderson the disk drive yields a feasibleset
of 2181! ~ 10°%36 possiblepermutationsand so the
problemwould appearto be a good candidatefor this
approach.Although simulatedannealingdoesnot nec-
essarilyprovide the optimum solution, it usually does
providea goodsolutionin reasonabléime.

Inputfor this problemconsistedf themeasured
estimators,7; and p;;. For any permutation, P, the
enegyof thepermutatiorwasdefinedo betheestimated
averageseekdistance,

ZZlP

i=1j=1

energy[P] = (I Tipis, (3)

Thesimulatecannealinglgorithmcanthenbedescribed
asa non-deterministiovalk on an enegy surfacethat
is changing shapeunder the control of a “cooling”
schedule Specifically

#defineEQUILIBRIUM
(accepts2000AND rejects>5000)
OR (accepts+rejects 50000)
#defineFROZEN ((temperature< 0.5) OR
((temperature< 1.0) AND (accepts==0)))

while(not(FROZEN)
accepts= rejects= 0;
old_enepgy = enegy();
while(not(EQUILIBRIUM){
cylinderl=chooserandomcylinder();
cylinder2= chooserandomcylinder();
swapcylinders(cylinderl,cylinder2);
new_enegy = enegy();
£ =new.enegy - old_enegy;
if(rand(0,1)< 6mm{o.o,_E/temperature){
accepts++;
old_enegy = new_enegy;
}
else{
/* putthemback*/
swapcylinders(cylinderl,cylinder2);

rejects++;
}
}
temperatures temperature*0.8;

}

The enegy of the identity permutation,which
describes the original cylinder arrangement, was
390.647935Uponcompletion thesimulatedannealing
algorithmhad arrived at a permutationwith an enegy
of 32.3543347 and this permutationwas usedin the
subsequergystentest.

5. INSTALLATION AND TESTING

Theinstallationof virtual cylinderremappingn
an operatingsystemrequiresimplementationof both
relocationand remapping First, the virtual cylinders
mustbe physicallyrelocatedon disk to matcha desired
permutation,and the operatingsystemmust be made
awarethat the permutationis in effect. Subsequently
theoperatingsystemmustremapeachdisk sectorequest
sothatarequesfalling into virtualcylinder: istranslated
into arequestor virtual cylinder P(¢), wherethedesired
informationactuallyresides.

To accomplishremapping,we installedin the
kernel addressspacean array to hold the translation
map, and we addeda systemcall, setdiskmap() to
initialize thearraysothatdisk_map[i] = P(¢). Wealso
addeda systemcall, disk map() to enableor disable
remapping. Whenmappingis enabledall requestdor
disk accessare translatedvia the mappingarray To
verify thatmappingoccurredcorrectly we wroteunique
identifiers at the beginning of each virtual cylinder,
installedand activateda fictitious map, andreadfrom
eachof thevirtual cylinders.



Meanserv time (ms) Improvement
Unmapped 24.423321 —
Pipeorgan 19.217960 21.31%
Markov 18.158880 25.65%

Tablel: Meanservicetimes

To measurdhe effectsof remappingwe instru-
mentedthe disk requestsubsystento record,for each
disk accessthe requestedsectornumber the time the
requestenteredthe queue the time the requesteft the
gueueto begin service,andthe time at which service
was completed. Using this data, we computedmean
servicetime undereachof threedisk arrangementsthe
initial unmappecdonfiguration the pipe organarrange-
ment, and the permutationproducedby the annealing
algorithmdiscussedn the previoussection. For each
test, we usedthe samerequeststreamof 250,000disk
accesseswhich was stochasticallygeneratedrom the
first orderMarkov modelworkloaddescription.

The measuredneanservicetimesfor eachmap
configurationareshownin Tablel. We seethatthe pipe
organconfigurationprovideda significantimprovement
over the original unmappedarrangement. However
when first order dependencieare takeninto account,
we seethatanadditionalimprovementcanbe realized.
Theseresultsindicatethat, if the sequencef disk re-
guestscan be correctly characterizedy a first order
Markov model,asthe testsof section3 would suggest,
theneffective disk rearrangementanprovide a notice-
ableperformanceémprovemenbverboththeunmapped
disk anda rearrangemerthatassumeidependenac-
cesses.

Theseresultswereobtainedrom afairly simple
prototypemplementatiorof virtual cylinderremapping.
A production implementationwould require that we
handle many details not addressedn the prototype.
At presentthe operatingsystemstoresthe translation
map only in kernel memory so that a systemcrash
causedoss of ability to addresghe disk correctly A
productionsystemwould haveto storethe mapon disk
aswell asin memory sothatit could recoverfrom a
crash. Furthermore the map must be storedin a disk
areawhich is not remappedsinceotherwisethe crash
recoveryprocesswould face the recursiveproblem of
needingthe disk mapto find the disk map. Fortunately
thereis usuallyanareaof thedisk reservedor justsuch
information(e.g. badblock maps).

Crashrecoveryis notthe only problemwe face;
evennormalmachineboot-uppresentsomechallenges.
Booting often proceedsin two stages. First, control
is transferredo simpleloadercodestoredin hardware
PROM. This code readsa second-stagéoader from
a fixed location on disk, and transferscontrol to it.

The second-stagdéoader containsenoughfile system
informationto find afile containingheoperatingsystem
kernel,which it loadsandexecutes.This boot process
has two major implications for cylinder remapping.
First, since we cannotchangethe boot PROM, the
secondstagebootstrapmustremainin a fixed location,
and hencecannotbe remapped. Second,the second
stagebootstrapmustbe modifiedto performremapping
sothatthekernelfile canbelocated.Thismeanghatthe
bootstrapcode becomessomewhatarger and that we
mustimplementremappingn two places:thebootstrap
andthekernel.

The operatingsystemtransfersize and protocol
arealsoaconcern.Requestarriveto theSCSlcontroler
in the form: (starting sector number of sectorsto
transfer). Care must be taken that such requestsdo
not extend acrossvirtual cylinder boundaries,since
contiguoussectorsmay no longer be contiguousafter
remappingIn responséo auserrequestor sectorr, the
DG/UX transferprotocolrequestdrom the SCSldrive
16 consecutivesectorsstartingat sector16 x |n/16|.
Thusthechoiceof 160-sectovirtual cylindersprecludes
thespanningproblem. This wasnot anissueduringthe
testswe havedescribedsincedriving the systemfrom
the Markov workload model allowed us to bypassthe
protocol and accesghe disk directly throughthe raw
interface.

The final major detail to be addresseds the
time of the actual rearrangementf disk data. This
rearrangemertanbe performedeitheronlinewhile the
machines in normaloperationpr offline. While taking
the machineout of normaloperationmakesrearrange-
ment easy machineavailability is decreased.Online
rearrangemerkeepsavailability high butrequiresmore
effort to ensuredisk consistencyat all times. In either
case,two major criteria must be satisfied: the trans-
lation map must be valid at all times during normal
operationandrearrangemengndif thereis a machine
failure duringthe rearrangemerprocessthe mapmust
be valid after recoveryandthe rearrangemenprocess
mustcontinue.

6. CONCLUSIONS

We havesuggested schemdor disk subsystem
performanceenhancementhat is basedon (virtual)
cylinder remapping. We measuredvorkload on a real
UNIX systemand found that disk accessegould be
reasonablgharacterizetyy afirst orderMarkovmodel.
We usedsimulatedannealing togetherwith maximum
likelihood estimator=of the Markov modelparameters,
to find a permutationof the (virtual) cylinders that
substantiallyreducedexpectedseekdistance. We then



installedthis permutationin a real systemandtestedit
underaworkloadthatwasstochasticallyeneratedrom
the Markov model. We found this procedureoffereda
25.6%reductionin meanservicetime whencompared
to theoriginal (unmappedtylinderarrangement.

Disk remappingprovidesan opportunityto op-
timize performancefor multiple workloads, such as
differentshifts or days(e.g.,manyinstallationshavea
primarily interactiveload during the day but shift to
batchand databaseprocessingn the evening). Nor-
mally aworkloadchangewould meanthata disk would
haveto be rearrangedo accommodat@ new disk map
matchingthe newworkload. Considerhowevery a fault
tolerantsystemmaintainingmultiple copiesof physical
disks. Thereis nothing to preventeachcopy from
having a unique translationmap, tuned for a specific
workload. In this case aworkloadchangecouldbemet
simply by achangen designatiorof the primarydiskin
aduplicatedgroup.

Finally, we shouldnotethat the realized25.6%
improvemenimay be a conservativeestimateof the po-
tentialfor remapping Thedistributionof requestsicross
thevirtual cylindersin ourmeasureavorkloadhappened
to be highly non-uniform. Shouldthe distribution of
requestsbecomeuniform, a pipe-ogan arrangement
would offer noimprovementandyetthe Markov-based
approaclshouldstill beeffective. Furthertheannealing
algorithmstrivesto minimizeaverageseekdistancebput
our interestis averageseektime. Seektimeis a nonlin-
earfunctionof seekdistanceandsothetwo averagesire
notequivalentwith respecto optimization. A carefully
measuredseektime function shouldreplacethe more
naivedistancegunction,|P(¢) — P(j)|, in futurestudies.
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