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Abstract

This paper introduces a real time human hand sim-
ulation system. A lifelike hand model is constructed
and some of the human hand constraints are applied
to it. Natural hand gestures and animations can be
generated rapidly. This is accomplished by interfacing
the hand model with the implemented built-in hand
gesture and animation data structures and combining
all the operations in a graphical user interface. This
system has provided ground truth data for research
on human hand gesture analysis and recognition. It
can also be incorporated into virtual human body to
generate body gestures and to convey some American
Sign Language signals.
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1. Introduction

In human-computer interaction (HCI) applications,
the human hand has been considered one of the most
promising natural HCI media [12]. Vision-based HCI
studies on hand gesture analysis and recognition re-
quire large amount of ground truth data (a variety of
hand gestures) as input and a virtual hand as output
for displaying results. The construction of a virtual
hand and the creation of natural hand gestures would
improve HCI research on the human hand. On the
other side, in the study of American Sign Language
(ASL) through virtual human body, a digital ASL in-
terpreter would greatly enhance the communication
between deaf and hearing people [8], and a lifelike vir-
tual hand would be the principal element of a digital
ASL interpreter.

In this paper, we introduce a real time human hand
simulation system, vHand. First, a lifelike hand model
is constructed and hand constraints are applied to it.
Then, with design and implementation of a built-in
hand gesture and animation data structure and com-
bination of all the operations in a graphical user inter-
face (GUI), natural hand gestures and animations can

be generated rapidly.
There are sophisticated algorithms and implemen-

tations in hand modeling and animation: hand mod-
eling with underlying anatomical structure [1], data
driven algorithm in hand animation [4], and example-
based (from medical images) deformable modeling [5].
Compared with these hand models, our virtual hand is
simpler, with less deformation consideration, but looks
still realistic with the consideration of human hand
constraints. Moreover, the hand model is only part
of the simulation system. The advantages of vHand
include its simplicity in the modeling algorithm, time
efficiency in rendering, the emphasis on the interac-
tions between the hand model and its users, and a
convenient GUI that makes all the operations on the
finger movements very easily and effectively. Figure 1
presents a screen shot of vHand: the upper half is used
for display areas and the lower half for control (here,
for adjusting fingers’ parameters).

2. Modeling the human hand

2.1. The human hand

Although the hand is a highly complex biological
organ, we can think of the hand as a mechanical ma-
chine and benefit by applying mechanical principles
to studies on the hand. In this view, the hand in-
volves three elements: muscles serve as the motor for
providing driving force, tendons and bones and joints
transmit the force, and skin and pulp tissues apply the
force [2].

Furthermore, the hand motion is often described
with the movements of the hand bones. A linkage
system of rigid segments of hand bones allows us to
describe and analyze hand motions, with hand joints
between hand bones as motion (rotation) points. Fig-
ure 2 provides a simplified illustration of the hand
joints:

• Finger joints

– DIP: Distal interphalangeal joint

– PIP: Proximal interphalangeal joint



Figure 1: A screen shot of vHand.

– MCP: Metacarpophalangeal joint

• Thumb joints

– IP: Interphalangeal joint

– MCP: Metacarpophalangeal joint

– CMC: Carpometacarpal joint

Hand motions are complex combinations of the
movements (rotations) of different bones at various
hand joints. While medical researchers and biome-
chanical scientists have used sophisticated methods
and measurements to describe and quantize hand mo-
tions [3, 9], computer workers and engineering profes-
sionals prefer to use a more abstract hand model [7].

These hand motions are described as the combina-
tion of rotations at various joints around different axes.
There is only one motion, flexion-extension (bending-
extension, or simply called flexion) at DIP and PIP of
each finger and the thumb IP. In addition to flexion,
the thumb MCP and CMC joints and the finger MCP
joint have side-to-side movement, called abduction-
adduction.

The wrist bones have the most complicated move-
ments. Because the palm bones have tendency to con-
verge to a point in wrist bones, for simplicity, only one
point is used to represent the wrist joint. There are six
movements at this joint: one for bending (flexion), one
for side-side movement, one for rotation (supination-
pronation), and three for displacement in 3D space.

Even though a highly articulated organic structure,
the human hand cannot generate any arbitrary ges-
tures and is constrained: there are limitations on the
natural movements of hand parts at their rotation
joints [6, 7]. Typical constraints are:

• There exists a dependency in a finger between the
flexion of the DIP joint and that of the PIP joint.
More specifically, when you bend your finger at
the PIP joint for θ degrees, your finger tip will
automatically bend for 2

3
θ at its DIP joint.

• The MCP joint of the middle finger displays little
adduction.

• There exist various constraints among the fingers.
For example, when you bend your ring finger at



Figure 2: The simplified representation of the hand
structure.

the MCP joint, your middle finger and pinky will
bend at their MCP joints to different degrees.

2.2. Constructing the virtual hand

We implemented our first version of the hand
model on an SGI workstation with Open Inventor
and then transformed all the code to Linux with an
Open Source Version of Open Inventor, Coin3d Inven-
tor (http://www.coin3d.org). For the hand model to
be more realistic, we include a portion of the forearm.

First, sixteen hand parts are identified: three for the
thumb and three for each of the fingers and one for the
palm. Then, the hand joints (finger’s DIP, PIP, and
MCP, thumb’s IP, MCP, and CMC, and wrist joint)
are calculated from the boundaries. Finally, a coordi-
nate system is attached to each of the 16 joints. These
coordinate systems serve as the object (local) coordi-
nate systems for hand parts: one hand part belongs to
one coordinate system and at the initial step is aligned
with that coordinate system. Each coordinate system
is attached to another coordinate system just as its
corresponding hand part is attached to another hand
part. For example, the index finger has three hand
parts in their corresponding coordinates systems with
origins at index finger’s DIP, PIP, and MCP joints.
The coordinate system at the DIP joint is attached
that at the PIP joint, which is attached to that at the
MCP joint.

The anatomical features of the hand are maintained
by keeping the length of any part’s bone (that is,
the displacement (distance) of two adjacent coordinate
systems is constant during hand motions). The center
of the boundary of two adjacent hand parts is used as
the origin of coordinate system. This approach is sim-
ilar to the method for measuring hand motions used
by medical and biomechanical professionals [3]. There
is flexion at all the hand joints; abduction at each fin-

ger’s MCP joint, each thumb’s MCP and CMC joints,
and at the wrist joint. Other movements are added to
the wrist joint: a rotation from the forearm’s rotation
and 3D translation as a result of the shoulder’s motion.
The hand parts are primarily rigid with the exception
of the components around the boundaries of two adja-
cent hand parts. When a hand part rotates at a joint,
the mesh points that are close to the hand joint on
both adjacent hand parts produce the most deforma-
tions. Deformation weights are distributed according
to point closeness and position.

3. Generating natural gestures

The hand, when in motion under constraints, gener-
ates what we call natural hand gestures. One example
of a natural gesture is that when you bend your middle
finger at its MCP joint: your index and ring fingers will
automatically follow the middle finger’s movement and
even your pinky will to a lesser degree. Although peo-
ple display differences in the magnitude of hand con-
straints, all the natural movements observe the same
pattern: the related fingers rotate the same way, only
with different degrees.

The application of the hand constraints in our model
is based on the constraint values obtained by medical
researchers [3, 9]. First, the static hand constraints
are embedded into the hand model, setting up motion
(rotation) ranges for hand joint movements. Specifi-
cally, there are limitations on flexions at all the hand
joints, on abductions at each finger’s MCP joint, the
thumb’s MCP and CMC joints, at the wrist, and on
the rotation of the hand at the wrist.

The intra-finger dynamic constraints (how a hand
joint in one finger affects other joints in the same
finger) are applied by following the principle of two-
thirds: the flexion angle at the DIP joint is two thirds
of that at the PIP joint, and vice versa. Test and cor-
rection in the implementation of the principle on the
hand model was necessary.

Finally, the inter-finger dynamic constraints at fin-
gers’ MCP joints (how one finger moving at its MCP
joint affects the other fingers) is implemented.

In the case of abductions, the middle finger can have
slight abduction-adduction, and the ring finger follows
the pinky in abduction when the pinky moves far away
from the ring in abduction. For the case of flexions at
fingers’ MCP joints, the following issues are consid-
ered:

• The flexion angle range at a finger’s MCP joint is
divided into three parts: low, middle, high flexion
subranges.

• When a finger (the active finger) bends at its
MCP joint, it exerts influence on the MCP flex-
ions of other fingers (the passive fingers). The

http://www. coin3d.org


Figure 3: The architecture of vHand.

influence varies depending on the active finger’s
flexion angle value (on which of the low, mid-
dle, and high flexion subranges it is in) and on
the closeness of the passive finger to the active
finger. For example, when bending at the MCP
joint, the index finger has the strongest influence
on the middle finger, the moderate on the ring
finger, and the least on the pinky (the influence
becomes stronger as the index finger bends from
the low subrange to the high subrange).

• The influence factors are not measured in a multi-
plying factor (by which the active flexion angle is
multiplied to give the passive flexion angles) but
are included in the maximum difference between
the active flexion angle and the passive flexion
angle. If the flexion angle difference between the
active flexion angle and the passive flexion an-
gle is larger than the maximum value, the passive
flexion angle should be adjusted so that the differ-
ence is equal to the influence factor (the maximum
value). For example, suppose that the index finger
(active finger) bends to θI (active flexion angle)
in one of the subranges and that the middle and
ring fingers (two passive fingers) are at θM and θR.
Also, suppose that the index in this subrange has
the influence factor of of 20o on the middle finger
and the influence factor of 35o on the ring finger.
There should exist inequalities: θM ≤ θI±20o and
θR ≤ θI ±35o. If either inequality is not satisfied,
we adjust θM or θR such that θM = θI ± 20o or
θR = θI ± 35o. The positions of the active finger
and the passive finger determine the choice of the

sign “+” or “−”.

• All the influence factors among all four fingers
are estimated through experiments on our hand
model and on real human hands.

We have recorded some animation sessions of
the constraint applications for demonstration (see
http://www.beifang.info/RActivities/HCI/vHand/).

4. Interfacing the virtual hand

A graphical user interface was designed and im-
plemented to facilitate the process of generating hand
gestures and animations. The major operations were
identified: displaying the virtual hand rendered from
different viewpoints (with various virtual cameras),
controlling the virtual hand, creating hand gestures
and animations, and recording hand image/rendering
sequences. This interface was extended by creating a
virtual environment for the hand model and designing
the effective operations in such a way that this GUI
should play the role of an interactive interface between
the virtual hand and its users. The hand model, and
the interface consists of a hand simulation, and its de-
sign architecture is shown in Figure 3.

4.1. Theoretical and practical considerations

The theoretical guidelines for designing this inter-
active simulation system, vHand, are: (1) Usability
goals [10], which require a system to be effective, ef-
ficient, easy to learn, and easy to remember how to
use; (2) User experience goals [10], which require that
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a system should be satisfying, esthetically pleasing,
and supportive of creativity; and (3) The conformity
of the program model to the user model [11] which
means that the program should be designed such that
it behaves in the way the users think it should do.

The practical considerations of implementing vHand
include: (1) Using a cross-platform GUI toolkit (Qt)
and a graphical library kit; (2) Building fixed and
movable virtual cameras; (3) Creating several display
windows for virtual hands rendered from various cam-
eras; (4) Using interface metaphors and affordances
as described in [11]; and (5) Constructing a built-in
database for storing hand gestures and animation se-
quences.

Figure 1 showed a screen shot of the layout of the
current version of vHand. Menus are positioned on the
top. The five display windows for displaying render-
ings from different view points are on the upper half of
the screen. On the lower half of the screen are Qt tab
dialog boxes for specifying operations on the virtual
hand and the virtual environment. In Figure 1, the
finger control panel has been selected. The lower-right
of the screen shows logos and a small display area for
demonstrating an animated hand image sequence.

4.2. Viewing the virtual hand

The virtual hand resides in a virtual rectangular
box where there are eight virtual cameras at its cor-
ners and a movable camera with initial position at the
center of the front side. All the cameras are facing the
hand. The virtual environment is controlled though
the “Viewing” control panel shown in Figure 4. The
operations in this panel include setting the background
color, coordinating display windows with virtual cam-
eras, and adjusting camera parameters.

Figure 4: The viewing control panel.

There are five display windows and nine cameras,
and the windows are displaying rendered hand images
from the cameras. To set the camera and display, first
use the radio-buttons on the left part of the panel to
select display area. Then choose a camera from the
“Select camera” combo box on the middle part of panel
for the selected display window. A camera’s focus can
be adjusted by sliding the “Camera focusing” slider-
bar. The rendering effect will be shown on the display

window connected with that camera. The “Drawing
style” combo box is used to render the virtual hand in
the form of solid, lines, or points in the selected display
area.

When the “Background” button is clicked, a color
palette will pop up where a color can be selected or cre-
ated for the background for the virtual environment.
The camera can rotate around three axes (via input
from the combo box) and rotate to any angle (via the
input from the “Camera rot” dial).

Figure 5 shows some hand gestures rendered in dif-
ferent drawing styles, camera focuses, lighting models,
and backgrounds.

4.3. Controlling the virtual hand

There are three control panels, named “Thumb con-
trol,” “Finger control,” and “Wrist control,” to con-
trol the motions at hand joints. The lower part of
Figure 1 shows the finger control panel. Operations
on the thumb and wrist are similar to those on finger
control panels.

To adjust a finger’s motion, first choose the finger
on the leftmost of the panel, then specify the motion
of the finger joints: the finger tip (DIP) on the left,
the middle joint (PIP) on the middle, and the finger
base joint (MCP) on the right. Also, the dial allows
rotation (flexion-extension) and the sliderbar controls
side-side movement (abduction-adduction)

For controlling the thumb’s motion, there are three
dials and two sliderbars for the thumb’s flexions at
its three joints and abductions at its lower two joints.
In the case of wrist movement, three dials and three
sliderbars are used for bending, side-to-side rotation,
twisting, and displacement in 3D space.

The hand constraints can be switched on, which is
a menu item under the “Hand” menu, to increase the
speed of creating a hand gesture through adjusting the
hand joint motions. This increases the speed because
the hand constraints entail related hand joint motions.
Furthermore, turning on hand constraints guarantees
the generation of natural hand gestures.

4.4. Creating hand gestures and animations

A data structure was designed and implemented
within the simulation system for storing, retrieving,
and editing hand gestures which can be constructed
by adjusting hand joint motions as discussed in the
previous section.

Some basic hand gestures have been constructed and
stored in the database they can help the needs of seri-
ous vHand users in constructing particular hand ges-
tures. Figure 6 shows the operational panel for this
gesture database.

To create a particular hand gesture, the users of
vHand can load from the gesture database a hand ges-



Figure 5: The hand rendered in different drawing styles and environments.

Figure 6: Control panel for gesture management.

ture (by clicking on one gesture name in the “Gesture
list view” area on the panel) that is close to the partic-
ular gesture they desire. The hand joint motions can
fine tuned through the thumb, finger, and wrist con-
trol panels. For viewing the immediate output effect,
the users can adjust the unfixed camera and connect it
to the larger display window and connect some other
cameras to the other display windows.

After a gesture has been constructed, users can store
it in a particular gesture group (category). They can
name the gesture and the gesture group at their conve-
nience. Of course, gestures can be deleted and edited.
Editing a gesture involves first retrieving (loading) and
then modifying the gesture, just as described in the
above process.

Hand animation consists of a sequence of hand ges-
tures, and a built-in data structure was implemented
in vHand for creating and storing and editing hand an-
imations. The hand animation control panel is shown
in Figure 7.

Figure 7: Control panel for animation management.

To create a new hand animation, the users first give
the animation a name. Next, choose a hand gesture
from the gesture database and type in its starting time.
Click the “Copy” button and the gesture will go to the
right place in the animation database. They can imme-

Figure 8: Control panel for recording hand images and
rendering parameters.

diately see the animation by clicking on the “Display”
button and can save the sequence by clicking on the
“Save” button.

The default animation speed is set at 20 frames
per second. During the rendering of an animation se-
quence, vHand automatically generates new hand con-
figurations based on two adjacent hand gestures (and
their starting time) in the animation sequence and the
animation speed. New hand configurations are thus in-
terpolated, and vHand renders these newly calculated
hand gestures according the rendering speed. The ren-
dering speed can be changed by typing a multiplying
factor in the input area “Speed X”.

An animation process can also be edited. To delete
a gesture in the animation sequence, simply click on
the gesture name within the sequence in the anima-
tion database and then click on the “Del” button. To
insert a gesture in the sequence, choose the inserted
gesture in the gesture database, select in the sequence
the gesture after which the inserted gesture will reside,
give the starting time, and click the “Copy” button.
To change the starting time for a gesture in an ani-
mation sequence, first choose that gesture, modify the
starting time that is displayed in the input area under
the “Edit” frame, and click on the “Save” button.

4.5. Recording rendering processes

vHand records hand gestures and animations in im-
age files and saves their corresponding hand configu-
rations and rendering parameters (such as OpenGL
rendering matrices) in text files. This is done through
the operations on the “Recording” panel, as shown in
Figure 8.

The recording process begins by choosing the cam-
eras (the rendered image sources). With eight fixed



(a) Inputs from hand gesture analysis system.

(b) The matched outputs in vHand for the inputs in (a).

Figure 9: vHand as an output platform for hand gesture analysis and recognition system.

cameras and one movable camera, images can be
recorded from nine different viewing points for a single
hand rendering configuration. An image size is chosen
and file name is specified. If more than one camera is
chosen, vHand will generate suffixes and append them
to the given file name to indicate the image source.
Recording animation sequences requires the animation
recording parameters to be specified: the total num-
ber of frames and the number of frames per second.
Within vHand, an animation sequence renders images
according to the parameters in its database. Because
writing images to a hard disk takes time, when vHand
decides that it is time to record a frame (with the result
calculated from the animation recording parameters),
it stops the inner timing clock of the rendering mech-
anism in order to write the rendered images for the
current hand configuration. And after finishing the
writing process for the current hand configuration, it
switches on the inner timing clock and continues the
rendering and recording process.

The virtual hand can be rendered not only with
Phong lighting model but also with a base object color
model (only diffuse lighting). A special colored hand
is possible with fingers in different colors. vHand can
save on disk the rendered images with the rendering
parameters such as OpenGL projection and modelview
matrices. It can also keep on file the hand configu-
rations such as hand orientation, position, and hand
joint angles. These operations are available through
the recording panel.

All the hand images in this paper were recorded with
the use of the recording panel with the exception of the
vHand’s layout shot (Figure 1) and the control panels
(Figure 4, Figure 6, Figure 7, Figure 8).

5. Imparting expressive content

This hand simulation system, vHand, can be used
to generate meaningful hand gestures and animation
sequences. These sequences provide hand gesture and
animation data as input to the hand gesture analysis
and recognition system, display corresponding hand

configurations as the output platform for such a ges-
ture analysis system, and convey rich expressions as a
pioneer prototype for an ASL word generator.

Advantages to using vHand to provide hand ground
truth data for computer vision research on human
hand analysis and recognition include: vHand can pro-
duce natural, demonstrative hand gestures; the sys-
tem generates gestures and animations rapidly (more
than real time) from any view points at the same
time; the virtual hand will not move in the virtual
environment; the hand configuration, virtual cam-
eras, and background can be set up quantitatively,
and these values, together with rendering informa-
tion, can be outputted accurately; and to facilitate
gesture analysis the hand can be rendered in dif-
ferent styles (with various environments): a lifelike
hand, a colored hand, a wire frame, and a colored
hand and a lifelike hand with only a diffused lighting
model. Figure 5 presents these options in the same
order. Some exemplar hand data can be found at
http://www.beifang.info/RActivities/HCI/vHand/.

When connected to a hand gesture analysis system,
vHand can play the role of an output platform, dis-
playing the hand postures estimated from that sys-
tem. vHand is coordinated with the gesture analysis
system in two steps: (1) Align the coordinate system
of vHand’s movable camera with that of the analysis
system’s camera; and (2) Transform vHand’s virtual
hand such that it matches the position and orientation
of the hand in the analysis system. Figure 9 demon-
strates some results from the matching process (due to
the initial stage of our hand gesture analysis system,
a dummy hand is used here).

We believe that vHand can be utilized to help con-
vey ASL meanings. In our current version, vHand
is used to demonstrate ASL numbers and letters and
some ASL words. We have stored hand gestures cor-
responding to the ASL numbers and letters and some
ASL words in the gesture and animation database.
Two ASL signs are given here as examples. Figure 10a
shows a part of the session for the ASL sign “Good-
bye” which is basically a wave of the fingers while Fig-
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ure 10b displays a part of the session for the ASL word
“green” which is a rotation of the wrist of the ASL let-
ter “G”.

(a). Part of the session of the ASL sign “Good-bye”

(b). Part of the session of the ASL word “Green”

Figure 10: Illustration of the ASL sign “Good-bye”
and the ASL word “Green”.

6. Current and Future work

Our current hand model cannot represent differ-
ent hand sizes (thin, thick hands). The calibration
of the virtual hand to different representative hand
shapes will be part of the future work on this project.
We have combined the vHand into a virtual human
body and are constructing a virtual gesture produc-
tion system. A gesture database is designed (using
MySQL) for storing and managing the whole body
virtual gestures. Also, modeling of basic facial ex-
pressions (such as happiness, sadness, surprise, fear,
disgust, and anger) is underway.

We are now incorporating the above subsystems
(virtual gesture generation, gesture database, and fa-
cial express modeling) into a Sign Language simula-
tion system. User-friendly and effective GUIs are im-
plemented for efficient operations on creating virtual
gestures, matching the gestures to ASL linguistic parts
(meaningful gesture animation sessions), and combin-
ing and editing these ASL parts into ASL sentences
and paragraphs.
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