
A Novel Parallel Hardware and Software Solution for a Large-Scale

Biologically Realistic Cortical Simulation∗

Frederick C. Harris, Jr.

Mark C. Ballew Jason Baurick James Frye Lance Hutchinson James G. King

Department of Computer Science and Engineering

Philip H. Goodman Rich Drewes

Department of Internal Medicine Biomedical Engineering Program

University of Nevada

Reno, NV 89557

fredh@cse.unr.edu

Abstract

This research addresses a major gap in our con-
ceptual understanding of synaptic and brain-like net-
work dynamics. Over the course of several years we
have designed and implemented increasingly complex
and powerful brain-like simulators which apply re-
cent advances in computer and networking technol-
ogy towards the goal of understanding brain function
in terms of pulse-coded information networks. These
simulations have been run on increasingly powerful
clusters of computers. Currently we have a cluster
of 208 processors with a total of 416 GB of RAM and
more than a Terabyte of disk storage, interconnected
with a Myrinet 2000 high-speed/low-latency intercon-
nection network. On this cluster we are able to run
simulations on the order of 3 million synapses per
processor, with the capability of receiving stimulus in-
put from remote devices.
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1 Introduction

Early computational models of brain function led
to the study of artificial neural networks (ANN), which
are based on the nonlinear propagation of average ac-
tivity (analogous to firing rates). ANN technology has
met with limited success, however, in part because the
curve-fitting nature of such models is not well suited
for generalizing to new circumstances, especially when
unexpected outcomes require rapid relearning. Un-
der such conditions, the performance of the brain re-
mains unsurpassed. For instance, primates can cor-
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rectly classify and respond to objects in their environ-
ment within 100 milliseconds of presentation. Typical
pyramidal neurons, in vivo, fire at rates between 10
and 40 Hz [3], so there is time for at most several spikes
for the entire complex of sensory, associative, and mo-
tor events. That is, the mammalian cortex processes
information at speeds much greater than can be ac-
counted for by multilayer transfer of rate-averaged in-
formation. Moreover, primates are able to perform
one-shot learning (which you are doing as you read
this sentence), which is not compatible with an itera-
tive model-fitting process. This insight has led to the
hypothesis that, in general, information in brain tis-
sue is encoded by the timing of spikes, or pulse-coding,
among a population of neurons as opposed to a rate
code. From both biological and applied perspectives,
the importance of pulse-coding is that to truly under-
stand perception, reaction, memory, and learning, we
must focus our attention on the underlying cellular
physiology that determines the timing and reliability
of spiking.

This insight has motivated researchers to go back
to the laboratory in search of a deeper understand-
ing of information processing by microcircuits in the
neocortex. Significant advances over the past five
years include an understanding of the millisecond-
to-millisecond redistribution of synaptic efficacy [11]
and the characterization of biological Hebbian rules
[15, 18] that govern long-lasting synaptic modifica-
tions among excitatory-excitatory neuronal connec-
tions. In just the past year, Markram and colleagues
began to successfully clarify a number of missing pieces
of the functional microcircuit, including inhibitory-
excitatory and inhibitory-inhibitory connections [7].
These dynamics support the concept that the brain
encodes and decodes information through timing of



action potential pulses rather than through average
spiking rates.

A gap remains, however, between the phenom-
enological description of synaptic dynamics and po-
tential technological application of pulse-coding net-
works. What minimal microcircuit must be replicated
to create a functional cortical column? How many
such columns must interact to show emergent behav-
ior, such as the remarkable generalization ability of
mammalian brain “classifiers”?

We proposed to address these questions by ex-
tending the power of biological experiments with
systematically expanded computational experiments.
The primary objective of this project was to create the
first large-scale, synaptically realistic cortical compu-
tational model. We believe that this research could
lead to a major revolution in our understanding of the
cortical dynamics of perception and learning.

2 Review of Current Technology

While there are possibly thousands of neural sim-
ulators, the number that aim for a degree of physio-
logical and anatomical accuracy is very limited. Some
of these tools have been written recently, but have not
developed much of a following. In this category are
Golem [6], Plexus [13], and Surf-Hippo [16].

There are currently two major tools being uti-
lized by researchers to model neural activity: NEU-
RON [8] and GENESIS [1]. These tools were first
implemented sequentially, but parallel versions have
recently been developed. Each of these simulators
models the constituent cells in the network in detail
so intricate that the manuals for these simulators say
you can realistically compute only small simulations.
Both NEURON and GENESIS calculate the Hodgkin-
Huxley equations [23] at each step in the simulation
run; however, synaptic dynamics are virtually ignored.

Because of this fine detail of activity within the
single neuron, the overall network of cells in both
NEURON and GENESIS is very sparsely connected.
Thus, the parallel implementations of these simula-
tions utilize a coarse-grain parallelism approach, in
which one multi-compartment cell is modeled on one
processor. Such an example was published in [9],
where during a multi cell simulation a single processor
on a Cray T3E was allocated to a single Purkenje cell.

There are other groups attempting to do large
scale simulations on clusters [2]. However, our goal
has been to design our simulator with as much biolog-
ical realism as possible while still being able to finish
the computation in a reasonable amount of time. This
realism, which includes channels and biological accu-
racy on column connectivity, is discussed in the rest of

this paper and in more detail in [20, 21, 22].

3 The Hardware and Software Proto-

type

Preliminary work by Goodman served as the ba-
sis for our initial pilot project in 1999. In this work
a biologically realistic simulator was designed and
completely implemented in Matlab. The initial re-
sults showed that the cells modeled in this simulator
successfully learned to reproduce synchronous input-
output activity across multiple-layered cortical regions
without the need for explicit “back-propagation” or re-
current output-input interconnection. In general, we
could replicate very complex dynamics, including pe-
riodicity, oscillation, and chaos.

In papers presented in 1999 using this proto-
type [10, 19] the authors demonstrated that a sim-
ple 160-cell, 2-column architecture could be used to
model input-output pairing. Each cell was modeled
as a single integrative compartment (point neuron)
with a spike mechanism, calcium-dependent (AHP)
channels, and voltage-sensitive A and M (muscarinic)
potassium channels. Data from rat brain slice record-
ings by Goodman were used to incorporate cell-to-cell
variation in action potential morphology and to cal-
ibrate active channel dynamics, synaptic delay, and
membrane impedance.

The model incorporated recently published short-
term synaptic dynamics and longer-term refinements
of Hebbian up- and down-regulation of synaptic effi-
cacy (analogous to vesicle release probability). Dy-
namic membrane ongoing background activity was
also incorporated. Certain biomechanics were mim-
icked through templates rather than an intricate mod-
eling process. For example, the spike shape and post-
synaptic conductance (PSG) waveforms are two such
templates that are specified by the user. The choice
for making some processes into templates was done to
expedite the modeling and optimize the performance
of very large-scale networks, trading a small reduction
in accuracy for substantial increases in performance.

The first modification to this Matlab version was
to change the core processing loop into a separate pro-
gram that used text files for input and output. This
modification enabled Matlab to be used to design and
inspect networks before simulation began and to later
visualize and analyze the results. The translation of
this core into C, which we refer to as the version 1 code,
was completed later that year and was tested on mixed
excitatory-inhibitory networks of up to 1000 cells. Us-
ing a single processor, the C language code increased
processing efficiency 24-fold compared to Matlab.



This version 1 code was then redesigned and
rewritten for distributed processing on an existing 20-
Pentium II-CPU Beowulf cluster. Initial trials of this
code, which we refer to as the version 2 code, were
performed on cortical networks of 2 to 1000 cells.

4 The Software Platform: Version 3

Between 1999 and the summer of 2001, the soft-
ware was completely redesigned using object-oriented
design principles and recoded in C++ [20, 21, 22]. Our
principal goals in this phase were to increase the bio-
logical realism of the model and to allow users to input
brain designs and stimuli in a form directly related to
the biology.

In this design, a “brain” (an executing instance
of our software) consists of objects, such as cells, com-
partments, channels, and the like, which model the
corresponding cortical entities. The cells, in turn,
communicate via messages passed through synapse ob-
jects. Input parameters allow the user to create many
variations of the basic objects, in order to model mea-
sured or hypothesized biological properties.

Operation and reporting is based on parameters
specified in a text input file. In this way, a user can
rapidly model multiple brain regions merely by chang-
ing input parameters. The user specifies the design
using biological entities: a brain consists of one or
more columns; each column contains one or more lay-
ers; each layer contains cells of specified types; and
so on. By changing only the input file, this simulator
can model very large numbers of cells and various con-
nection strengths, which affect the number of synapse
objects and the amount of communication. The de-
sign also allows the modeling of very large numbers of
channels and external stimuli.

We have also developed a Web portal [17] for the
simulator. This portal allows connectivity to the simu-
lator from anywhere on the Internet. Its GUI interface
allows users to build and simulate cortical networks in
a very short amount of time.

Due to the size and computational demands of
the problems we proposed to study, this version was
designed from the beginning to run in parallel. Cells
(and their associated components) could be distrib-
uted arbitrarily across compute nodes. All communi-
cation between the cells would be via messages, and
the message-passing code on each node would be re-
sponsible either for delivering messages locally or for
passing them to another node.

This system design enables object modularity, in
which one object implementation can be exchanged
with another because functionality is encapsulated
within that object. For example, we have employed

different communication paradigms by exchanging the
MessageBus object with another MessageBus object
that implements communication differently.

5 The Current Hardware Platform

In our model, connectivity between cells drives
everything from memory and CPU usage to latency in
internodal communication. During preliminary test-
ing of the third version of the software, this simulator
was run on a cluster of 20 dual Pentium II 750 MHz
processors, each with 512MB of RAM, and a dual fast
Ethernet interconnect. On this cluster, the simulator
was able to run with low connectivity (low numbers
of synapses and messages), but went to swap once the
number of synapses approached one million per node.
When running a fine-grain distributed model on this
cluster CPU utilization of the processes fluctuated be-
tween “running” and “sleeping,” due to flooding of the
interconnect network.

These experiments showed that a practical cluster
design for our purposes would require substantially in-
creased memory and interconnectivity. In the summer
of 2001 we constructed a cluster with 30 dual Pen-
tium III 1-GHz processor nodes with 4GB of RAM
per node. In addition, Myrinet 2000 [12] was uti-
lized to handle the intensity of communication that
occurs in the fine-grain parallel model. This high-
bandwidth/low-latency interconnection network gives
us a much higher level of connectivity than would have
been otherwise possible, and is the key to our ability to
run large scale models. We are currently able to sup-
port simulations with more than 6 million synapses
per node

Initially we developed our own distribution of
Linux for the cluster because currently available clus-
tering techniques and software did not fit our needs.
Our distribution was designed with different software
on the head node and on the compute nodes. This
eventually proved impractical due to the amount of
development time required to create tools for doing
tasks on the cluster.

We found the solution to most of our problems
in Rocks [14], a new cluster management toolkit de-
veloped at the San Diego Supercomputing Center and
built on top of the RedHat Linux distribution. Once
some initial problems were solved, Rocks provided us
with a stable platform to continue our research. We
have had to invest some time in developing adminis-
trative tools; however, this has been far less than the
effort needed to maintain our own custom distribution.
Due to its stability, Rocks has now become the toolkit
of choice for clusters around our campus.



During the summer of 2002 this cluster was up-
graded by adding 34 dual Xeon 2.2 GHz processor
nodes with 4GB of RAM per node. In addition to
the Myrinet 2000 interconnection network, the cluster
is also connected with an HP 4108 Ethernet switch.
The original 30 nodes have 100TX ports and the new
34 nodes have 1000TX ports. During the Christmas
break of 2004 this cluster was upgraded by adding
40 dual Opteron 248 Cpus with 4GB of RAM per
node. Thus the current cluster has 208 processors with
416GB of RAM and more than a Terabyte of disk.

6 The Current Software Platform

Although version 3 of the software platform was
functional and allowed us to conduct some of our
planned research, comparison with earlier versions sug-
gested that a potential speed increase of one to two or-
ders of magnitude was possible. Work since the fall of
2001 has focused on realizing this increase and improv-
ing functionality. As part of this process, we rewrote
the input parser and implemented it using YACC and
Lex. This modification allows improved error check-
ing, while making planned future modifications of the
input language a relatively simple proposition.

Currently the entire code base is being evaluated
in terms of efficiency. We have achieved better than
sevenfold sequential speedup over the version 3 code
and have added new features while shrinking our code
base by more than 25%.

Table 1 shows the performance differences in the
functional areas between NCS3 and NSC5, and Figure
1 shows the time usage of the components in a one
simulated second run of a 1Column model. The cell
firing rate for this model is 282.4 per cell per second,
well above the biologically-realistic range. Given the
connectivity patterns specified in the model, this re-
sulted in an average spiking rate of 161 million spikes
per second.

Item NCS3 NCS5 Ratio
Overheada 294.167 1.897 155.1
Base Cell/Cmpb 0.020 3.035 153.6
Channelb 0.152 0.398 2.6
Reportc 0.017 4.113 239.4
Synapse, 0Hebbb 0.031 0.383 12.5
Synapse, +-Hebbb 0.020 0.368 18.1
a) Seconds.
b) Millions of Objects Processed per Second
c) Millions of Values Reported per Second

Table 1: Performance Ratios of Functional Areas.

Figure 1: Share of CPU Time Used by Functional Ar-
eas, 1Column Model.

Figure 2 shows the same information for a one
simulated second run of an IVO model (Virtual Or-
ganism). The cell firing rate for this model is 64.4 per
cell per second, much closer to the biologically-realistic
range. Given the connectivity patterns specified in the
model, this resulted in an average spiking rate of 45
million spikes per second.

Figure 2: Share of CPU Time Used by Functional Ar-
eas, IVO Model.

An interesting added capability is remote sensory
I/O. A brain running on our cluster is able to receive
input, such as pre-processed sound or images from pe-
ripheral processors located anywhere on the Internet,
process it, and return outputs to the device in the form
of pulse codes.

Precise benchmarking is difficult due to ongoing
development[4, 5], the variable nature of the various
brain designs we use, and their strong dependence on
inputs. However, we can make some general state-
ments regarding the capabilities of the present plat-



form. Currently a single compute node can run a sim-
ulation with 35,000 cells and approximately 6.1 million
synapses using 72% of the available 4GB of memory.
Memory use per node is approximately halved as the
number of nodes is doubled. Each node requires only
a few tens of KBytes overhead for each other node, so
there is no practical upper bound on the size of a brain
we can create.

Memory use is driven by the number of synapses.
As the number of cells increases, the number of
synapses can increase at O(n2). Two factors moderate
this: 1) connectivity is high between closely associated
groups of cells but is much lower or even absent be-
tween more distant groups, and 2) although the num-
ber of synapses is large, only a small fraction of them
are actively firing, and thus involved in computation,
at any given time.

7 Conclusions and Future Work

There are three major motivations for large-scale
modeling of physiologically realistic neural networks.
First is the practical spin-off of brain-like classifica-
tion and robustness. Machine intelligence presently
falls short of human performance in commercial (e.g.,
speech recognition), military (e.g., automated target
recognition), and overlap (e.g., robotics) applications.
Second is to derive knowledge that may be general-
ized back to the biological domain, providing insight
into cellular physiology and suggesting novel experi-
ments. Third is the opportunity to conduct exper-
iments in silico, analogous to laboratory pharmaco-
logical and genetic knockout experiments. Examples
might include predicting the impact of up- or down-
regulating synaptic receptors, membrane channels, or
calcium-modulated systems. Such work could lead to
prospective design of new drugs or gene therapy for se-
rious medical disorders like Alzheimer’s disease, mul-
tiple sclerosis, stroke, and epilepsy.

Our results, while preliminary in nature, demon-
strate the technical feasibility of translating results of
laboratory experiments (i.e., reverse engineering) into
parameters of computer algorithms that replicate ac-
tual cortical microcircuit dynamics (i.e., forward engi-
neering). This success reflects the joint occurrence of
affordable, faster computer processors, and a marked
improvement in low-latency, high-speed switching cir-
cuitry (e.g., Myrinet).

In addition to our ongoing process of streamlin-
ing the current code, several areas appear to offer great
potential for future improvement. These include cell
distribution and communication balancing, as well as
parallel latency hiding in the synaptic message pass-
ing. Now that we have the capability to save a brain

state and reload it at a later time, we can evaluate var-
ious distribution algorithms to distribute cells so as to
minimize the communication between nodes. Results
in these areas should yield large speedup increases over
the current code version.

In the future we would like to use this technol-
ogy to address the following questions: What minimal
microcircuit must be replicated to create a functional
cortical column? How many such columns must in-
teract to demonstrate emergent behavior, such as the
remarkable generalization ability of mammalian brain
“classifiers”? We would also like to compare brain-like
computation to existing artificial neural networks.
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