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Abstract

Wildfires are a frequent summer-time concern for land
managers and communities neighboring wildlands throughout the
world.  Computational simulations have been developed to help
analyze and predict wildfire behavior, but the primary
visualization of these simulations has been limited to 2-
dimensional graphics images.  We are currently working with
wildfire research groups and those responsible for managing the
control of fire and mitigation of the wildfire hazard to develop an
immersive visualization and simulation application.  In our
visualization application, the fire spread model will be graphically
illustrated on a realistically rendered terrain created from actual
DEM data and satellite photography.  We are working to improve
and benefit tactical and strategic planning, and provide training
for firefighter and public safety with our application.

CR Categories and Subject Descriptors: I.3.8 Computer
Graphics Applications; I.3.7 Three-Dimensional Graphics and
Realism – Virtual Reality; I.6.6 Simulation Output Analysis.

Additional Keywords: Applied Virtual Reality; Physically
Based Simulations; Wild-fire Visualization; Scene-Graph.

1 Introduction

The dynamic nature of wildfires and the damage they can cause
have prompted many researchers to study the phenomenon  [e.g.
4, 15, 20].  Obviously, the dynamic nature of fire makes starting a
real fire for the purpose of research too costly and dangerous.
However, through the observation of unplanned fires to develop
and verify mathematical models [3], researchers are learning how

to analyze various fire scenarios, setup training situations, as well
as perform forensic evaluation on their computers.

Virtual reality technology [13] has long been used to produce
realistic simulations for training and analysis, and it has proven to
be a viable tool in many cases [8].  Recent advances in both
simulation and supporting technologies now offers the
possibilities of creating realistic, real-time, large-scale fire
simulation for research.  Advancement in both the graphics and
computational power now provide the capacity for realistic
simulations that heretofore have been difficult to achieve.

We are developing VRFire, a virtual reality tool for visualizing
wildfire scenarios. VRFire is intended to allow users to visualize
wildfires from different perspectives to facilitate analysis and the
experience of wildfires.  Wildfire scenarios are constructed from
remote sensing data combined with a computational simulation of
fire spread and simulated atmospheric conditions.  Viewing an
actual wildfire up close, and in person, is extremely dangerous.
Fire-protected cameras can give a fair approximation of the
experience of a fire passing by, but they can only be statically
positioned, providing only a limited and non-immersive sensation.
Therefore, we hope that by providing realistic, immersive, visual
reconstructions of wildfire scenarios we will help professionals in
the field gain insights into and understanding of wildfires, as well
as benefit training, prediction and policy decisions related to
wildfire management.

2 Related Work

There have been many efforts to computationally and/or
visually represent destructive fires; however, we are not aware of
any efforts to provide an immersive interface to a wildfire
simulation.  This may be due to the considerable amount of
computational power required both for realistic modeling of the
spread of the fire, and also for realistic visual rendering of how
the wildfire would appear.

Much of the research on computational fire simulation has been
to simulate fire within the confines of a building [1, 5].  There are
some instances of virtual reality technology used for firefighter
training scenario [6, 7, 9, 10, 16].  Most of these research efforts
were not focused on creating realistic fire within the simulations
but rather for using the simulation for logistics training – often a
dense obscuring fog-like smoke layer was sufficient.  One similar,
though non-immersive, effort focused on the creation of an
outdoor forest scene based on GIS data, combined with a
computational fire spread generator [18], In this case, however,
rather than interfacing to a computational fire spread simulation in
use by local wildfire researchers, they developed their own
elliptical spread model.

3 Hardware and Software Environment

Our basic approach to virtual reality hardware and software is
to use standard and open solutions as much as possible.  Thus we
use fairly generic virtual reality displays which can accommodate
applications ranging from walking through real spaces, to the

Figure 1: A wildfire chars the landscape billowing
smoke into the air.



visualization of molecules in solution.  Likewise, we strive to use
standard libraries, open-source if possible, for our software
development.  Ideally this software will also run on a wide range
of immersive and non-immersive visual displays.

3.1 Hardware

Our immersive visualization facility hardware includes both a
four-screen CAVE

TM
-like Fakespace FLEX

TM
 display, and a

single-screen Visbox-P1
TM

. The FLEX display is driven by an
SGI Prism

TM
 running SuSE

TM
 9.0 Enterprise edition, with four

active-stereo capable graphics channels.  The Visbox display is
driven by a dual Opteron

TM
 PC system running the openSUSE

TM

10.0 Linux variant, using both outputs of an nVidia GeForce
6800GT card to drive two projectors producing a passive stereo
output.

Our FLEX uses an Intersense IS-900
TM

 with wireless head and
wand units for position tracking.  The Visbox-P1 uses two forms
of tracking. The first form is an Ascension Flock of Birds

®
 which

is used to track a standard multi-input gamepad controller as part
of the hand interface.  A proprietary infrared video system
wirelessly tracks the user's head position through image
processing.

3.2 Rendering and Interface Software

We built our application on the open-source FreeVR [14] and
OpenSceneGraph (OSG) libraries.  The FreeVR virtual reality
integration library is a cross-display VR library with built-in
interfaces for many input and output devices.  It allows
programmers to develop on a standard desktop machine, with
inputs and display windows that simulate a projection or head-
based immersive system.  The application can then run on either
the Visbox-P1

TM
 or FLEX

TM
 displays, or the display of a

collaborator on just about any type of VR system.
The OpenSceneGraph library is used to help with world

rendering.  OSG allows 3D objects to be hierarchically organized
within the environment, and also provides a system that optimizes
the rendering through the use of various culling and sorting
techniques.

A considerable amount of our effort thus far has been in writing
the software interface between FreeVR and OSG. FreeVR works
naturally well with OpenGL and other lower level graphical
rendering libraries. However, when interfacing a VR integration
library with a higher level rendering APIs there are many issues
that need to be addressed. Four major issues are: 1) dealing with
the perspective matrices, 2) shared memory allocation, 3) multi-
processing, and 4) windowing & input device interfacing.  A
software interface between FreeVR and the SGI Performer

TM 
 [12]

scene-graph library already existed, so we felt confident that the
similar OSG library would not be too difficult.  Performer itself
was avoided due to its closed-nature, and expected lack of future
support.

While the OSG scene-graph system is somewhat based on the
efforts of the Performer library, there are two major differences
between the OSG implementation and Performer: 1) OSG does
not double-buffer the scene-graph, requiring the update traversal
to avoid making changes to the scene-graph while a cull traversal
is in progress, and 2) because many people contribute new node
types to the open-source OSG, there is no strict enforcement of
the rule preventing scene-graph modifications taking place outside
the “update” traversal.  Neither of these issues is typically a
concern for desktop applications running on a single CPU system,
but for multi-screen immersive systems, they are problematic.

To address these implementation issues, we must specifically
avoid the modification of the scene-graph when the multiple-

renderings are taking place.  FreeVR provides a semaphore-based
locking/barrier system that we used to exclude writes to the scene-
graph data during culling.  Furthermore, when we discovered that
some of the node-types (e.g. the particle system node) used the
culling traversal to make additional modifications to the scene-
graph, we had to specifically insert extra locking code into those
modules.  The end result is a system that works satisfactorily, but
the addition of each barrier results in lower frame rendering rates.

3.3 Fire simulation software

Along with the creation of various graphics objects (i.e., fire,
smoke, 3D buildings, and vegetation) and the landscape, the
VRFire simulation includes visualization of fire spread created
from the FARSITE fire area simulator[4].  FARSITE is a well-
established fire behavior and growth simulator developed by the
USDA Forest Service and also used by fire behavior analysts
from the US Department of the Interior, National Park Service,
US Department of the Interior Bureau of Land Management, and
US Department of the Interior Bureau of Indian Affairs, as well as
many state fire agencies.  Its importance and widespread use
among fire professionals was a critical factor for choosing to
visualize its simulation output.

For our visualization process, we relied on the fire-science
researchers to determine the proper parameters, run the
simulation, and provide us with data to input into VRFire.

4 Virtual World

There are several graphical elements involved in the realistic
and accurate visualization of wildfires. Fire, smoke and terrain
have consumed a large amount of attention in graphics research
because of the difficulty involved in rendering these in real-time.
The multi-screen rendering aspect of many virtual reality displays
also imposes conditions that can be detrimental to the
performance of wildfire visualization. Each of these elements is
outlined below with the difficulties encountered and the methods
used.

The virtual world is constructed from remote sensing and
computationally simulated data.  Our prototypical database of
Kyle Canyon, Nevada, is constructed from a 981x728 cell DEM
file with 10m spacing between vertices.  A 1m resolution satellite
photograph is overlaid on this nearly 10km x 10km region.  The
FARSITE simulation operates on a grid of 287x203 cells that are
30 meters by 30 meters.  This cell size corresponds to the “fire
load” (i.e. vegetation) data that is provided as an input.

A typical wildfire will cover less than 100 acres (0.4km
2
),

easily covered by our sample terrain.  Corresponding to roughly
25 million acres, our 10km by 10km test range is a good
experimental space to prepare for large scale operations, for
which a simulated prediction may be requested to analyze the
situation.  Requests for this type of analysis would often
correspond to wildfires covering tens to several hundreds of
thousands of acres (40-4000km

2
).

4.1 Terrain

Terrain is the central point of wildfire visualization.  It largely
affects the outcome of the fire spread and is an anchor point for
everything in the visualization.  Wildfire visualization requires the
visualizing of potentially very large areas of terrain.

Visualization of large outdoor scenes is extremely
computationally expensive. One reason OpenSceneGraph was
chosen as the primary rendering engine is that it does a good job
of optimizing the rendering of the scenes for real-time
visualization.  As designed, OSG is an excellent solution for use



on multi-screen systems due to its read-only culling and drawing
traversals. This allows several rendering threads to run
simultaneously along with the simulation update thread with
proper locking.  OSG is also more suitable for highly dynamic
objects (such as particle systems) than other scene-graph systems.

Optimization techniques such as frustum culling and lazy state
sorting give OSG a significant and necessary performance
increase over traditional pure OpenGL applications. Optimization
is achieved through separating simulation computation from
updating changes to the scene-graph. In this way, simulation
computation and the graphics rendering can take place in parallel.

Traditionally, large terrains are visualized by view-dependent
level-of-detail (LOD) algorithms. These methods are not preferred
for virtual reality systems because of the difficulty keeping
congruency across multi-screen displays. View-dependent LOD
algorithms use render-time perspective matrices to adjust the
detail of the terrain. In multi-screen systems, the perspective
matrix changes for each screen rendered and the terrain must be
recalculated for each perspective matrix. Furthermore, because
each screen’s LOD is calculated independently, the terrain may
have different heights when crossing from one screen to its
neighbor, destroying the immersion.

We investigated two VR friendly solutions. The first is well
suited for small to medium sized terrains with texture sizes that
can fit directly into graphics memory.  The second method is
better for larger terrains that cannot be entirely contained within
the system. The implementation of our first method is based on
Boer’s geometrical mip-mapping method [2].  The second terrain
rendering algorithm we implemented uses pre-computed tile-
based quad-tree terrain databases, such as the algorithm described
by Ulrich [17]. The overhead of paging tiles results in less
performance than the first method, but has the advantage of
rendering larger, more detailed terrains.

4.2 Fire and smoke

Fire and smoke are complex dynamics systems that that change
continuously.  We chose to represent these phenomena with
particle system effects because they provide the most realistic
real-time fire and smoke visualization [11] (Figure 2).
OpenSceneGraph provides a particle system node, however this
node did not conform to the OSG design rules, and consequently
posed problems for multi-pipe rendering.  Our solution was to
modify the particle system node to push all the scene-graph
modifications out of the cull traversal and into the update
traversal.

       

Figure 2: Smoke is rendered using a particle system based
node in OpenSceneGraph.  A similar method is used to
visualize fire.

4.3 Fire spread visualization

The spread of the wildfire in our visualization is controlled by
data produced by the FARSITE computational simulation
package.  FARSITE simulations consume too much time to be
suitable for real-time visualization. However, it is possible to
visualize the resulting simulation data.  Our immediate goal was
to determine the fire front at different times during the simulation.
This was accomplished by wrapping the smallest convex polygon
around areas currently under combustion at particular time
intervals as determined by the simulation output. This is important
in determining which areas are on fire as the simulation
progresses.  The FARSITE 2D visualization uses white contours
to represent the fire spread as shown in Figure 3.

       

Figure 3: Standard FARSITE 2D visualization output
includes white contours that represent the fire boundary in
intervals of 30 minutes.  Other colors are mapped to
different levels of fuel load.

The output data from the FARSITE computation is formatted
such that each simulated cell reports the time when the fire spread
to its region.  This interesting format requires peculiar methods of
translating the data into a temporal rendering.  Our initial
approach uses a convex hull algorithm to find the region
encompassed by the fire at a particular moment in time (Figure 4).
This works well in general, but does not find the tightest
perimeter of the fire.  It also does not address the concept of spot
fires, where an ember flies beyond the boundary of the fire,
starting a new small burn.

       

Figure 4: The fire boundary is represented as an alpha-
blended red wall.

Fuel load data, an input to FARSITE simulations, is also used
by the visualization tool to place vegetation, and ignite that



vegetation, when found to be within the fire area. The fuel load
data controls where fire can travel within the growing fire front
resulting in a visual estimation of the real wildfire.

4.4 Combined Visualization

During development we have built our prototype system with
terrain and fire simulation of a wildfire scenario for Kyle Canyon,
Nevada.  The scenario is constructed from remote sensed data
including a digital elevation map, satellite photo, fuel load data,
and FARSITE outputs.  Provided adequate data for a location, we
can easily extend our application to other locations and scenarios.

5 Conclusions

VRFire provides a visualization of a fire spread model in a
realistic terrain constructed from remote sensing data. The current
version of VRFire also provides a framework with great flexibility
for future enhancement.  Besides supporting fire research
visualization efforts, VRFire can also be easily extended into a
wildfire planning and training tool for the wildfire professionals.

By using existing software libraries for rendering
(OpenSceneGraph), and integration with virtual reality display
devices (FreeVR), we have been able to construct a usable
application that will run on a variety of computational and display
platforms.  We have involved fire researchers and wildfire
professionals in design and informal discussions throughout the
development.  The next phase of development will increate the
visual realism of the experience and look to improve and formally
analyze the user’s experience.

6 Future Work

Increasing the accuracy and realism of visualizing wildfire
scenarios is a primary focal point.  This focus will specifically
involve improving the interpretation and parameterization of the
FARSITE data, using higher detail vegetation models and adding
building models for inhabited land. The realistic visual
appearance of the fire and smoke is a top priority for presenting
wildfire scenarios.

In order to more accurately reproduce the shape of the wildfire
visualization of the FARSITE data, we plan to include spot fire
detection and support for multiple fire fronts.  Future work will
result in the utilization of more FARSITE simulation outputs to
control fire duration, crown fire visualization, and fire line
intensity. Wind vector data will determine the flow and direction
of smoke in the atmosphere.

As the visualization features coalesce, our effort will shift to
user interface design, and will include more formal analysis of
usability.
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