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Abstract

Digital watermarking provides a solution to piracy and

copyright protection of 3D multimedia content by embedding

a hidden piece of information in the original content. This

hidden piece of information travels with the 3D multimedia

in the distribution chain and assists in verifying legitimate

ownership and tracing piracy. This paper proposes a voice-

based biometric watermark for 3D graphics for the purpose

of owner identification, traitor tracing and access control

schemes. A voice print is generated using a Gaussian mix-

ture model representation of Mel-frequency cepstral coding

coefficients of an individual’s speech. This voice print is in-

serted as the watermark. The proposed technique generates

a semi-fragile watermark, which is tolerant to a designated

class of transformations. Experimental results indicate that

the biometric watermark is resistant to cropping, low lev-

els of Gaussian noise addition, and is intolerant to mesh

smoothing attacks.

1. Introduction

Strong media coverage for virtual universes like Second

Life and 3D online games such as World of Warcraft, has

motivated users to discover new online spaces for playing,

communicating, and entertainment. Since users want to be

ensured that they retain copyright for any graphics they

create and post online, the need for digital rights manage-

ment for protecting artwork owners against digital piracy

and copyright infringement has been of increasing concern.

Online marketplaces of 3D models are subject to similar

concerns. Research in digital watermarking has significantly

progressed during the past two decades to address copyright

issues. Typically, bit pattern representations of a logo im-

age or text which identifies copyright information, random

number sequence is inserted as watermark, or content-based

information is used to derive the watermark. However,

researchers have lately begun to explore the effectiveness

of employing biometrics in digital watermarking schemes.

The next section reviews some such techniques.

This paper explains a technique for inserting the voice

biometric of the artist(or consumer) as the watermark for

the purpose of owner identification, access control and

traitor tracing. Since biometric traits represent the identity

of an individual, the potential for conflicts is lessened

while establishing ownership identification or identifying the

person responsible for piracy. Biometric watermarks when

used within a digital rights management framework can

also assist in controlling access of digital content to the

legitimate user(who is verified by the biometric watermark

[1]). The different host mediums used thus far for biometric

watermarking by published literature are digital documents,

images, audio and video. To date biometric watermarks have

not been investigated for 3D models. The novelty of this

paper lies in embedding voice biometrics into 3D models

for copyright protection.

2. Related Work

Since biometric watermarks have not been investigated for

3D graphics yet, this section reviews literature to explore

the purpose of utilizing biometric watermarks for other

digital content types. The authors in [2] utilize biometric

watermarks for digital images and biometric images such as

face or fingerprint image, to establish the authenticity of the

biometric trait and the user. In [3] the biometric watermark

assists in verifying the integrity of the host image by

detecting tampering of the host data. In [4] document images

are secured by an image watermark generated from the

author’s digitized handwritten signature. An iris biometric

watermark is adopted by [5] for document images in order

to protect the document and assist in owner identification.

In [6] the authors discuss a copyright protection scheme

for images using fingerprint images. Researchers in [7] and

[8] employ fingerprint and iris biometrics as watermarks for

audio and video digital media to formulate reliable identifi-

cation of the user of the digital media. As biometrics possess

exclusive characteristics that can be hardly counterfeited,

conflicts related to the intellectual property rights protection

can be potentially discouraged.

The only published work related to employing voice

biometrics as a watermark is [9]. The technique embeds

mel-frequency cepstrum coding (MFCC) coefficients of an

individual’s voice into the face image of the same individ-

ual. However, the watermark formulation assumes that the

extracted MFCC features are invariant for an individual. A
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statistical modeling component is required to incorporate the

variability in the voice samples originating from the same

individual owing to envrionmental, improper sensor interac-

tion, sickness(cough, cold) and emotional stress factors. The

main contribution of this paper is voice print formulation

by borrowing techniques from acoustic biometric systems

([10],[11]) and embedding this voice print as a watermark

in 3D models.

3. Approach

A voice signal conveys an individual’s physiological char-

acteristics [12] such as the vocal chords, glottis, and vocal

tract dimensions. MFCC [13] and GMM [10] are by far the

most prevalent techniques used to represent a voice signal

for feature extraction and feature representation in state-of-

the art speaker recognition systems. Therefore, the proposed

approach adopts the MFCC features and employs GMM to

generate the speaker model.

The watermark embedding process is responsible for

generating a voice print and inserting it as a watermark into

the 3D model, as shown in Fig. 1. The watermark retrieval

Figure 1. Block Diagram for Watermark Embedding

process extracts the embedded voice print and correlates it

with the original voice print, as depicted in Fig. 2.

Figure 2. Block Diagram for Watermark Retrieval

3.1. Watermark Embedding

Step 1. Voice Acquisition of Sound Signal - The first block

in Fig. 1 acquires the voice of an individual using a PC

microphone at a sampling rate of 44 kHz. Recording length

ranges from 10 to 15 seconds. Fig. 3 illustrates the digital

representation of an acquired voice sample.

Figure 3. Digital Voice Signal

Step 2. Silence & Noise Removal - Recognizing silence in

the speech and removing the silence reduces processing load.

Zero-crossing rate (ZCR) parameter is used to eliminate

silent portions of the signal [14]. Speech contains noise

which is always external signals that may interfere with the

sound. Since noise falls into the high frequency range of the

signal spectrum, a low-pass filter is used to reduce the noise.

Fig. 4 illustrates the preprocessed signal.

Figure 4. Silence and Noise Removed Voice Signal

Step 3. MFCC Feature Extraction - This module converts

the speech waveform to a parametric representation. The

first step is windowing which allows for short-term spectral

analysis that decomposes the signal into frames (length 2048

samples) that are extracted by a Hamming window as shown

in Fig. 5.

Figure 5. Frames Before & After Windowing

(Frame1:Red, Frame2:Blue, Frame3:Green)
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Then the DFT stage transfers each frame of the signal to the

frequency domain (Fig. 6).

Figure 6. DFT Spectrum Magnitude and Phase

A Mel-warped filter bank is applied to the DFT spectrum to

simulate the critical band filters of the hearing mechanism.

The filters are evenly spaced on the mel scale, and are

triangular shaped (Fig. 7).

Figure 7. Mel Filter Bank

The energies of the resultant spectrum are then transfered to

the log scale, as depicted by Fig. 8.

Figure 8. Log Energies For Each Filter

An inverse DFT transfers the log spectrum to cepstrum (Fig.

9) which represents MFCC coefficients.

Figure 9. Cepstrum

Each frame of the speech data is then represented by a

12-dimensional [15] feature vector consisting of MFCC

coefficients i.e., x = x1, x2, x3, . . . , x12.

Step 4. Feature Representation using Gaussian Mixture

Model(GMM) - GMM is a weighted mixture of a series of

Gaussian distributions over the space of the MFCC coef-

ficient data, as demonstrated in Fig. 10. Each multivariate

Figure 10. Gaussian Mixture Model for one MFCC

Gaussian in the mixture model is parameterized by a mean

vector �μ and covariance matrix Σ for the N -dimensional

feature vector xn, where N denotes the number of MFCC

coefficients. A model for M Gaussian mixtures (M denotes

the order of the GMM), with each mixture having weight

wk is given by the equation:

p(xn) =
M∑

k=1

wkp(xn|k) (1)

where,

p(xn|k) =
1

(2π)
N

2 |Σ|
1

2

e−
1

2
(xn−�μ)T Σ−1(xn−�μ) (2)

represents the Gaussian distribution.

Expectation Maximization [16] optimization technique is

used to iteratively estimate parameters for each Gaussian

in the mixture model. The generated voice print is the

aggregate of the parameter values λ = {wk, μk, Σk}
of the Gaussian mixture model representation, where

k = 1, . . . , M denotes the order of the GMM. This voice

print is used as the watermark.

Step 5. Insertion Algorithm - The steps outlining

this algorithm are: i)Normalize and Shifting - The 3D

model to be watermarked is initially normalized and

shifted. The center of gravity of the 3D model to be

watermarked is determined and shifted to origin (if it is

already not at the origin) of rectangular co-ordinate system.

Also the co-ordinates of vertices in model are normalized

to lie in between -1 and +1. These steps ensure robustness

of system to translation and scaling attacks on a model.

ii)Selection of Vertices - The insertion algorithm selects

vertices based on curvature and bumpiness properties of

surfaces. The curvature of surface corresponding to each
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vertex is computed from the spatial domain representation

of the model [17]. To compute the bumpiness of surfaces

[18], the 3D model is transformed into wavelet domain

using Cohen-Daubechies-Feauveau CDF (2, 2) wavelet

transform. iii)Inserting Watermark - A sequence of 40 bits

is derived from each value of the voice print, since this is

the maximum amount of information that can be inserted

in the vertex without causing visible distortion. The vertex

is represented in IEEE double precision floating point

form as a string of binary bits. It is composed of 64 bits,

divided into a 52 bit mantissa M, 11 bit exponent E, and

sign bit S, as shown in Fig. 11. The truncated voice print

Figure 11. Modifying 40 Least Significant Bits of Man-

tissa

is inserted into the 40 least significant bits (LSB) of the

vertex mantissa by performing Boolean OR operation. This

ensures that the watermark is additive. An inverse wavelet

transform is applied to the 3D model to get the watermarked

model. Furthermore, this model can be re-shifted to the

initial location in space and also the co-ordinates can be

rescaled. This watermarked model is ready for distribution.

3.2. Watermark Retrieval

The original 3D model is required during watermark

extraction (Fig. 2) to identify which vertices were modified.

The values of vertices which have been modified are se-

lected, and the 40 LSB of the mantissa of original vertex

values are subtracted from the 40 LSB of the mantissa

of selected vertices to retrieve the embedded watermark.

Similarity measure of the extracted and original voice prints

is computed by the Mahalanobis distance metric which takes

into account the covariances Σ of each of the dimension of

the voice print vector. Eq. 3 gives the extent of similarity

between the embedded watermark x and the recovered

watermark y, both of size n.

dmahalanobis(x, y) = (x − y)T Σ−1(x − y) (3)

4. Experimental Results

Common attacks on watermarked 3D models are mesh

smoothing, additive noise and cropping, as shown in Fig.

12. MATLAB is used to noisify 3D vertex coordinates using

Gaussian noise(mean 0, variance 0.5). A noise level of 100%

equates to adding noise to all vertices of the 3D model, while

10% level means noise is added to only 1
10th

of the total

count of vertices. MeshLab tool is used to apply Laplacian

mesh smoothing which moves a mesh point to the centroid of

surrounding mesh points which are topologically connected.

Cropping attacks are simulated in either x,y or z dimension

using MATLAB.

Figure 12. Attacks on Smiley 3D Model

Table 1 reflects results of various experiments. Hausdorff

distance is a measure of computing the perceptible differ-

ences between the original and watermarked models. The

correlation results (dmahalanobis(x, y) * 100%) below a

threshold of 80% indicate a destroyed watermark.

Experiments Smiley Nefertiti Dinopet

# of Vertices in Model 1026 654 4500

# of Watermarked 94 169 1910
Vertices

Order of GMM 3 7 16
(M )

Hausdorff distance 0.035447 0.041107 0.035880

No Attacks 100% 100% 100%

Noise (100%) 49.66% 22.77% 23.29%
Noise (10%) 88.92% 85.08% 82.84%

Smoothing (3 steps) 44.11% 46.38% 44.91%
Smoothing (1 step) 51.19% 53.50% 54.83%

Cropping (50%) 99.38% 97.41% 98.93%
Cropping (10%) 100% 97.41% 99.70%

Table 1. Correlation Results For The Embedded and

Original Voice Biometric Watermark

The False Reject Rate (FRR) is obtained by using 4 voice

samples of the same individual from the XM2VT dataset

(remaining 4 voice samples are used for training the GMM

speaker model). The False Accept Rate (FAR) is obtained by

comparing voice prints of 100 test subjects from the XM2VT

database against the extracted voice print. The FRR and FAR

plots are shown in Fig. 13 and 14. The FRR for certain

subjects is above 30% and can be improved by increasing

the number of training samples used to generate the GMM

speaker model for the test subject.
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Figure 13. False Reject Rate For Voice Biometric

Figure 14. False Accept Rate For Voice Biometric

5. Conclusion

This paper proposes a novel watermarking scheme for

copyright protection of 3D models based on voice biomet-

rics. The voice print formulation technique is borrowed from

state-of-the-art speaker verification systems. The impact of

watermarking attacks on the biometric watermark is evalu-

ated and for attacks that result in a correlation value above

a threshold of 80%, the extracted GMM speaker model

identifies the correct individual with an average False Accept

Rate of 5% and False Reject Rate of 30%.
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