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sEditor: A Prototype for a Sign Language
Interfacing System
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Beifang Yi, Xusheng Wang, Frederick C. Harris, Jr, and Sergiu M. Dascalu3

Abstract—Sign languages are as capable of expressing human4
thoughts and emotions as traditional (spoken) languages. The dis-5
tinctive visual and spatial nature of sign languages makes it difficult6
to develop an interfacing system as a communication medium plat-7
form for sign language users. This paper targets this problem by8
presenting some explorations in the areas of computer graphics,9
interface design, and human–computer interaction with emphasis10
on software development and implementation. We propose a sign11
language interfacing system, as a working platform, that can be12
used to create virtual human body parts, simulate virtual gestures,13
and construct, manage, and edit sign language linguistic parts. It14
is expected that the system and the results presented in this paper15
would provide an example for the future sign language “editor.”16

Index Terms—Graphical user interfaces, human gesture simu-17
lation, interactive systems, sign language.18

I. INTRODUCTION19

S IGN languages have been proven linguistically to be natu-20

ral languages [1], [2], just as capable of expressing human21

thoughts and feelings as traditional languages are. The visual22

and spatial nature of sign languages contributes to the lack of23

“editors” in such languages. The current writing systems, while24

making full use of various suggestive 2-D icons or phonetic25

symbols, are indirect, unnatural transcriptions, and transforma-26

tions of the 3-D expressions inherent in sign languages. This27

symbol representation for a sign language is, in fact, like a text28

encoding of spatial contents.29

To address these problems, we draw from computer graph-30

ics and human–computer interaction, specifically human body31

modeling, user interface design, and software implementation,32

to develop a framework of a sign language interfacing system33

that we call sEditor. Based on an expanded version of [3], we34

present this system.35
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Considering biomechanics, a virtual human body is first con- 36

structed as a set of functional body components. Using the vir- 37

tual body and focusing on the creation of natural hand config- 38

urations and the application of body joint motion constraints, 39

virtual gestures are created by controlling the movements of 40

the functional components. From the virtual gestures, sign lan- 41

guage linguistic parts (LPs) can be constructed by using the 42

Movement-Hold model. A graphical user interface supports the 43

operations of gesture generation and editing, gesture database 44

management, and creation, editing, storage, and retrieval of sign 45

language LPs. 46

Under the Fedora Core of Red Hat Linux operating system, 47

sEditor is implemented in C++ and OpenGL and uses the 48

Coin3-D graphics library (an Open Inventor clone). The GUI 49

interface is implemented using the Qt API and C++. It also can 50

run in the VMware Virtual environment under Windows 7. 51

sEditor is designed to support constructing, managing, and 52

editing virtual gestures. From these signing components, first 53

sign language linguistic components, then phonemes, and, fi- 54

nally, sentences can be created. To support other linguistic com- 55

ponents, components may be stored and retrieved from sign 56

language databases. 57

The organization of this paper is as follows. Section II presents 58

the related literature. Section III overviews the interfacing 59

system. Section IV discusses modeling and simulation of the 60

human body. Section V presents the design, creation, and man- 61

agement of virtual gestures. Section VI discusses the creation 62

of sign language LPs. Section VII presents a discussion. See 63

http://cs.salemstate.edu/∼byi/sEditorDemos/ for additional re- 64

lated materials. 65

II. RELATED LITERATURE 66

An early interactive system analyzed and modeled the com- 67

plex hand and arm movements of sign language [4]. Through 68

the reconstruction and manipulation of actual sign movements, 69

this system was designed to convey American Sign Language 70

(ASL) essential grammatical information using line drawing. 71

The dictionary of the ASL on linguistic principles (DASL 72

[5]), now the multimedia dictionary of the American Sign Lan- 73

guage (MM-DASL [6]), presents ASL signs in full motion 74

(video of ASL entries), enabling users to search for words by 75

entering English words or ASL pronunciation criteria. 76

Live-action video clips with graphical user interfaces support 77

sign language studies. For example, SignStream is a multimedia 78

database tool designed to facilitate ASL linguistic and computer 79

vision research on visual-gestural language [7], [8]. Data from 80

native signers are collected with video collection equipment, 81

and users can enter annotation information into data distinct 82
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fields [9], [10]. The video clips and associated linguistic anno-83

tations are available in multiple formats for ASL studies and84

gesture analysis. One example concerns the design of an online85

web browser for the deaf community [11]. It provides hyper-86

links within video in a sign language-based text optional web87

environment.88

Today, lifelike virtual human figures can be constructed [12],89

[13]. Human avatars can imitate human actions and even fa-90

cial expressions. All the body joints and featured parts (such91

as eyebrows or mouth), represented as various parameters, are92

controlled in their motions, allowing the creation of virtual ges-93

tures.94

The use of virtual human figures in sign language studies is95

a popular approach [14]–[18]. However, Frishberg et al. [19]96

provide framework concepts and Ong and Ranganath [20] pro-97

vide sign language gesture issues (with respect to modeling98

transitions between signs, modeling inflectional processes, and99

related concerns) to inform virtual signing systems.100

Human avatars (i.e., virtual human bodies) may provide ad-101

vantages over videos of native signers (see [9], [10], [14]–[16],102

and [18]). However, current systems are limited because the LPs103

(the sign language phonemes, words, and sentences) are fixed104

and the lexicons are limited. Therefore, the users cannot create105

new sign language “words” or “phrases.”106

To target this issue, sEditor is an “open” platform for different107

sign languages with user interfaces for the creation and manage-108

ment of sign language LPs (from phonemes to sentences). To109

produce more natural hand configurations, the handshapes (the110

most important sign language parameters) generated by sEditor111

incorporate hand biomechanical constraints.112

sEditor serves as a sign language “word” editor prototype113

with which sign language users can “write” in their languages114

like a regular text editor for spoken languages [21].115

III. ARCHITECTURE OF THE PROTOTYPE116

The sign language interfacing system provides an interactive117

virtual environment in which users can construct virtual gestures118

through a virtual human body, associate the gesture sessions with119

sign language LPs (such as morphemes, words, and phrases),120

create virtual signs with the use of databases for managing the121

LPs, and even “write” in a sign language. The architecture of122

the system is shown in Fig. 1.123

The system consists of five main functional components.124

1) A virtual human body: This central and foundational part125

of the interfacing system is modeled based on the anatomi-126

cal structure of the human body. The whole body is divided127

into various functional parts, each of which is represented128

by a set of parameters (discussed in detail later).129

2) A virtual environment: Several virtual cameras are “in-130

stalled” in this virtual box, and the background can be131

set to different colors. Because the hand plays the most132

important role in signing, two virtual settings are created133

for both hands of the virtual body.134

3) Inputs and Control: This provides the inputs either from135

the databases or from users to the virtual body for produc-136

ing virtual gesture sessions, to set up a particular virtual137

Fig. 1. sEditor architecture (VE: Virtual Environment; VB: Virtual Body; VG:
Virtual Gestures; VS: Virtual Signs; DB: Database).

environment (such as background and camera setups) and 138

to control the output processes and formats. This part in- 139

cludes the following components: 140

a) VB Control: to provide rotations at the body joints 141

and define facial expressions. 142

b) VE Control: to set up the virtual environment and 143

fine-tune virtual cameras, to select and place a char- 144

acter as the virtual sign from a character pool (male 145

and female virtual characters in diverse races). 146

c) Rendering Control: to render the virtual body in a 147

chosen style, to display and record the outputs (im- 148

ages and parameter values for the virtual body and 149

environment) on the screen or storage in a certain 150

format. 151

d) VG/DB Control: to construct and edit virtual ges- 152

tures and store/retrieve them to/from the virtual ges- 153

ture database. 154

e) VS/DB Control: to create and edit virtual signs and 155

associate them with a particular sign language no- 156

tation, to store and retrieve from the virtual sign 157

database the virtual signs and their corresponding 158

related notations. 159

4) Outputs: The output of the system is represented in dif- 160

ferent formats: visual signs displayed on the screen, their 161

image session recorded and saved to storage, and para- 162

metric representations of the virtual gestures of the virtual 163

body and those of the virtual environment. 164

5) Virtual gesture/sign database: All the created gestures, 165

virtual signs, and their sign notations are stored in their 166

databases. Gestures and signs are sets of parametric values 167

defined in particularly designed data structures. Sign no- 168

tions are English translations of the signs. Two databases 169

are included in the system: 170

a) VG/DB Database: a database for virtual gestures. 171

A gesture is a list of virtual postures with a tim- 172

ing factor for each of the postures. Thus, a gesture, 173

after being loaded from the database, is displayed 174

as an animation session on the screen. This gesture 175
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Fig. 2. One screenshot of sEditor: an example of creation and edition of hand configurations on left and rights.

database includes subdatabases for body postures176

and hand configurations.177

b) VS/DB Database: a database for virtual signs. A sign178

consists of one or more virtual gestures and is a sign179

LP in a particular sign language. A sign is stored in180

the database together with its sign notation and the181

links with its related signs.182

One screenshot of the sign language interfacing system is183

shown in Fig. 2. The upper part of the system layout is for dis-184

play with a main display window in the middle for displaying185

body gestures/signs and two accessory (smaller) ones on either186

side for demonstrating hand gestures. Below the hand display187

windows are hand icons of the most frequently used hand con-188

figurations in sign languages. Clicking on a hand icon will load189

from the hand database the corresponding hand configuration190

to the current hand (right or left). The lower part is arranged as191

a set of graphical tabs for controlling virtual body and environ-192

ment, creating and editing gestures and signs, managing their193

databases, and rendering and recording outputs.194

IV. CONSTRUCTING A VIRTUAL HUMAN BODY195

A virtual human body is a module that can be subdivided196

into submodules (i.e., body parts) according to the hierarchical197

structure of the human body as it moves and how body part 198

motion is coordinated. In this section, we introduce the structure 199

of the body modules and, then, describe the simulation of the 200

motions of the human body parts. 201

A. Modeling the Human Body 202

The first step in human body modeling is the classification 203

of body parts according to their contributions to gestures and 204

signing. The lower parts of the body (legs, feet, and hips) are 205

rarely used during signing, and thus, they are abstracted using 206

a single body part. The Torso represents the body trunk, which 207

is connected to the shoulders and head. The body part Head 208

contains the eyes, hair, neck, and the frontal part, which is used 209

to model the facial expressions or nonmanual signals (NMS) in 210

sign languages. The part Shoulder consists of the upper arm and 211

the clavicle. The part Hand, which is composed of the palm, 212

fingers, and thumb, is critical in the simulation of signing and is 213

modeled differently than the other body parts. The part Forearm 214

connects the shoulder (upper arm) and the hand. 215

We use a tree structure (see Fig. 3) to design algorithms for 216

the movements of the body parts that are connected, and thus, 217

the movements of a parent node in the tree will propagate to 218

all of its child nodes (children); the ultimate movements of a 219



IE
EE

Pr
oo

f

4 IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS

Fig. 3. Coordination of the motions of the human body parts.

child are the cumulative combination of the movements of all220

its parents in the tree. Each part’s motions are modeled in its221

own (local) coordinate system; the movements upon the body222

parts to which that part is connected will be recorded in a motion223

engine (see the following section), which in turn will drive the224

connected body parts for corresponding reactions automatically225

in the system.226

For example, rForearm’s movement at its local coordinate227

system is noted as rForearm-local; the relationship between228

rForearm and rShoulder is noted as rForearm-rShoulder; the229

relationship between rShoulder and Torso is rShoulder-Torso;230

and so on. Thus, the rForearm’s movement in the World231

Reference Frame is expressed as MTorso-World←rShoulder-232

Torso←rForearm-rShoulder←rForearm-local.233

The body parts that make up the human body share some234

common features that take the form of user-defined data types,235

functions, and rendering algorithms for the modeling implemen-236

tation. We use xBody for the abstract representative body part237

that accomplishes all operations (different motions such as ro-238

tation and bending) for these common features. For a particular239

body part, its deformation algorithms and movement patterns240

(represented as a set of parameters) are embedded into the body241

object upon its substantiation.242

B. Simulation of Body Motion243

A body part has its own movements and will influence and be244

influenced by others connected to it, depending on the relation-245

ship between them. More importantly, there is a deformation at246

the joint that connects the body parts. We have designed and im-247

plemented a motion engine that is embedded in each body part248

to “propagate” body part’s motions to its connecting body parts249

and to simulate the deformation around the connection joint.250

When a body part (i.e., a cluster of 3-D vertices) moves or251

other parts connected to the part move, different types of sig-252

nals (different types of rotations) will be sent from this part253

to the motion engine connected to the part. These signals will254

trigger a set of calculations of new vertex positions, normals,255

and properties, depending on the types of the signals. The up-256

dated vertex data will be used for rendering the body part. The257

Fig. 4. (a) Hand configuration control panel. (b) Upper body posture control
panel.

resulting outputs (including motion information of the local co- 258

ordinate system for the body part) will spread to the body part’s 259

immediate child (in the tree), which generates a chain of oper- 260

ations and renderings on the connected body parts (through the 261

engines). 262

1) Simulation of the Hand Configurations and Motions: 263

There are 16 hand parts in a hand: a palm, three finger parts 264

on each of the four fingers (the index, middle, ring, and pinky), 265

and three thumb parts. All these 16 parts are modeled with an 266

ordered tree structure [22]. The hand, when in motion under 267

constraints, generates natural hand gestures. One such example 268

is that bending of the middle finger will result in the follow-up 269

movements on the index and ring fingers. The hand constraints 270

have been implemented, and the results from [22] have been in- 271

corporated in sEditor. Fig. 4(a) shows a screenshot of the control 272

panel for generating hand configurations. 273

2) Modeling the Upper and Lower Parts of the Body: The 274

upper body consists of the abdomen, chest, clavicle, shoulders, 275

and part of the hips and neck. All of these parts are covered by 276

clothing, and their movement patterns can be described with a 277

tree structure. All nodes in the tree should be independent body 278

part modules with an individual motion paradigm, but in our 279

interfacing system, we combine the hips, abdomen, chest, neck, 280

and clavicle into one large body part, as a rigid body part with 281

deformation only on the borders with the shoulders. The right 282

and left shoulders, together with their corresponding upper arms, 283

are modeled separately. Thus, we have five upper body parts to 284

be modeled individually: the main part of the torso (the hips, 285

abdomen, chest, and neck), right and left shoulders (including 286

the upper arms), and right and left forearms (attached to the right 287

and left shoulders in the tree). Particular attention was focused 288

on the simulations of the shoulders and forearms, and specific 289

algorithms were implemented to deal with the deformations 290

in the shoulder and forearm movements. Fig. 4(b) depicts a 291

screenshot of the control panel for the simulation of the upper 292

body movements. 293
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Fig. 5. Process of how a body part module processes its input data and model
the movements.

There are three widget groups on the panel for controlling294

the upper body movements: 1) Shoulder: the shoulder and up-295

per arm’s twist (rotation) are adjusted with an iconic dial, and296

the raising and swing movements are adjusted with two vertical297

slide bars; 2) Forearm: the forearm’s rotation (twist) is adjusted298

with a dial widget, and its bending movement is controlled with299

a vertical slide bar; and 3) Wrist: the wrist’s bending and side-300

to-side movements are adjusted with two vertical slide bars. All301

these widget groups are under the control of another widget302

group on the same panel entitled Body part, which indicates303

whether the left body part or the right one will get inputs from304

the three widget groups. There is another widget group that305

controls the whole body’s movements: displacements (transla-306

tions) along and rotations around three perpendicular axes of307

the coordinate system for the whole body.308

V. CREATING VIRTUAL GESTURES309

In this section, we discuss how to transcribe the movements310

generated from the virtual body and then how to create and coor-311

dinate the movements of individual body parts for the simulation312

of the human gestures.313

A. Parametric Representation of Human Gestures314

A virtual human body is made up of many different body315

parts, each of which can be implemented with an abstract rep-316

resentative body part, xBody, with an extension based on its317

motion patterns and deformation methods. To control and sim-318

ulate the movement of that body part, parametric values of the319

motions (translation and/or transformation) must be fed into that320

body part through an interface. This process is shown in Fig. 5.321

When a body part receives inputs, it will “interpret” the in-322

puts, based on the nature of the body part, as values for some323

or all motion parameters for three types of rotations: abduction-324

adduction, twist-rotation, and flexion-extension. Then, the de-325

formation and motion mechanisms of the body part will cal-326

culate the new locations, normals, and transformations for the327

body part according to the motion patterns and parametric val-328

ues. Finally, the calculations will be fed back for rendering this329

part and for updating its neighboring body parts.330

Thus, the movements of the virtual body can be described by331

and controlled with the inputs of the component body parts of the332

avatar, and a virtual gesture is a set of movements of the virtual333

body in a certain order. These inputs of the body components334

are a set of motion parametric variables with certain values, and335

Fig. 6. Data structure for body posture.

therefore, a virtual gesture can be described with a cluster of 336

sets of parametric variables. In the following, we will illustrate 337

the parametric representation of the gestures, but we will first 338

give a definition of body posture and its data structure. 339

1) Representation of Body Posture: Body posture means the 340

position, pose, and bearing of the body, for example, sitting 341

posture and erect posture. In sEditor, we extend this definition 342

such that body posture defines the positions and bearing char- 343

acteristics of all body parts including facial expression features 344

and hand configurations. This makes it convenient to design and 345

implement data structures that are used to represent and process 346

the LPs of a sign language. A data structure for body posture is 347

defined as a tree structure (see Fig. 6). 348

A posture contains the following elements. 349

1) Head: for modeling the head movement (through parame- 350

ters nodA, tiltA, and turnA) and for simulation of facial ex- 351

pressions, or NMS (through parameters rEyeID, lEyeID, 352

mouthID, and facialID). 353

2) ID: a unique integer for the posture. 354

3) Center: a point in the 3-D space (an array of three floating 355

point numbers) for the center of the body. 356

4) Orientation: a vector for identifying the body’s orientation 357

in the 3-D space. 358

5) rShoulder and lShoulder: for the description and control 359

of the movements of both shoulders (through parameters 360

of raiseA, swingA, and rotateA). 361

6) rForearm and lForearm: for the description and control 362

of the movements of both elbows (through parameters of 363

bendA, rotateA, and elbowCenter). 364
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Fig. 7. (a) Prototype for creating virtual gestures. (b) Virtual gesture creation/editing panel.

7) rHand and lHand: for the description and control of365

the movements of both hands (through parameters of366

wristFE for wrist’s flexion-extension or rotation/bending)367

and wristAA for wrist’s abduction-adduction or side-side368

movement, palmCenter and palmOrientation for the palm,369

thumb, index, middle, ring, and pinky for the thumb and370

fingers. Since the hand has the most complicated configu-371

rations, we assign each hand pose a unique ID.372

8) Thumb: for the description and control of the movements373

of the three thumb parts (through parameters ipFE for the374

flexion-extension of the thumb tip, mcpFE and mcpAA375

for the flexion-extension and abduction-adduction of the376

middle thumb part, and cmcFE, cmcAA, and cmcTwist for377

the movements of the thumb’s base part).378

9) Index, middle, ring, and pinky: for the description and379

control of the movements of the three finger parts (through380

paramenters dipFE for the flexion-extension of the finger 381

tip, pipFE for flexion-extension of the finger’s middle part, 382

and mcpFE, mcpAA and mcpTwist for the movements of 383

the finger’s base part). 384

The elbowCenter and palmCenter data structures record the 385

positions of the hand and elbow and play an important role in 386

classifying the virtual gestures and searching a sign language for 387

LPs. As a new posture is constructed, the positions for the elbow 388

and the hand are automatically calculated by the system and 389

become a part of the parametric representation of the posture. 390

2) Representation of Body Gestures: People make gestures 391

by starting with a posture and ending with another posture, as- 392

suming a series of varying postures in between. In a similar way, 393

a virtual gesture can be described as an ordered set of postures 394

of a virtual human body. A timing factor is, thus, introduced to 395

describe the order of the postures: posture pi occurs at time ti , 396
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where pi is a parametric representation of the posture at time ti397

and has a data structure defined in the previous section. Thus,398

we use a list to define the gesture, vg = [(p0 , t0), (p1 , t1), . . .399

(pn , tn )] in which p0 is the starting posture at time t0 , and pn is400

the ending one at time tn .401

There is a big difference between a human’s gesture in real402

life and the gesture defined above: the former is a continuous403

process, which means an infinite number of postures in a gestur-404

ing session, while the latter is only a limited number of postures405

in a posture list. We address this problem in two steps. First,406

for a virtual gesture, a group of distinctive postures is selected407

(like key frames in video) that reflect characteristics of the ges-408

ture; then, temporary postures between two adjacent postures409

(i.e., key frames) are interpolated during the output process of410

the virtual gesture based on the rendering speed (frames per411

second) and time difference between the two adjacent postures412

(i.e., key frames).413

B. Construction and Management of Body Postures414

As illustrated above, body posture in the sign language inter-415

facing system is interpreted as a set of parametric variables that416

describes the distinctive features of a body’s bearing. According417

to the characteristics of the body parts and their functionalities418

in a signing process, we classify the parametric representations419

of the body parts into three separate groups: hand configuration,420

upper limb positioning, and NMS.421

We now discuss the construction and management of virtual422

postures in the interfacing system. We focus on the introduction423

of the functions (wrapped in a graphical user interface) of these424

operations. The functions are “wrapped” in an efficient graphical425

user interface, through which body postures are created and426

edited by providing and adjusting parametric values for the427

posture’s representative parametric variables. The management428

of body postures such as storing, editing, and retrieving of the429

postures is handled by a posture database.430

1) Hand Configurations: A Hand Configuration Control431

panel has been built and embedded in sEditor [see Fig. 4(a)]432

for the creation and editing of hand shapes. Graphical widgets433

are used to provide and adjust values (degrees of rotation angles)434

of the parametric variables for a certain hand configuration.435

A hand configuration database is used to assist in the cre-436

ation, editing, and management of the hand configurations. We437

constructed several dozen hand shapes (like in Fig. 2), stored438

them into the hand configuration database, and embedded them439

into the system.440

To create a new hand shape, we first search for a basic hand441

configuration in the database that has a similar pattern. If we442

cannot find one, we use a default hand shape with a neutral443

position. Then, we use the hand configuration control panel to444

fine-tune the angles of the hand’s joints (including the wrist’s445

joints). Finally, the newly created hand configuration is saved in446

the database. The hand shapes can be applied to both hands of447

the virtual body.448

2) Upper Body Postures: The upper body parts of the virtual449

figure in the interfacing system include the shoulder (together450

with the upper arm), forearm, and the wrist joint, responsible 451

for the hand (palm) orientation. A body posture control panel 452

is incorporated into the sign language interfacing system for 453

providing inputs for upper body part joints as [see Fig. 4(b)], 454

using the data structure previously described. 455

A body posture database is used together with the NMS and 456

hand configuration databases for storing, editing, and retrieving 457

body postures. Some basic body postures are included in the 458

posture database. 459

When a new body posture is created, the parametric values 460

corresponding to the posture’s data structure (as defined above) 461

can be stored in the body posture database. Of the parameters, 462

two groups are critical for categorizing and designing virtual 463

gestures: the locations of the center of each hand palm and of 464

the center of each elbow in the coordinate system for the whole 465

virtual body. These locations are automatically calculated based 466

on the inputs to the body posture control panel. 467

C. Creation and Management of Virtual Gestures 468

We have defined a virtual gesture vg as [(p0 , t0), (p1 , t1), . . ., 469

(pn , tn )] with pi being the ith posture in vg at the time ti . The 470

postures p0 , p1 , . . ., pn constitute a complete set of postures for 471

a given gesture and are the most representative and characteris- 472

tic postures for that gesture, which describe the gesture process. 473

Once a posture list vg is extracted for a certain gesture, inter- 474

mediate and temporary postures can be interpolated between 475

any two adjacent postures in the list for display and output. The 476

problem of creating a virtual gesture is how to construct such a 477

posture list given the gesture. We next describe the architecture 478

and implementation of the construction of virtual gestures. 479

1) Architecture for Creating and Editing Virtual Gestures: 480

Fig. 7(a) illustrates the architecture for creating and editing 481

virtual gestures, and Fig. 7(b) shows the implemented control 482

panel. In the figure, the boxes with bold edges represent display 483

windows for displaying the temporary and overall results in the 484

gesture construction process. In the upper part (corresponding to 485

that of Fig. 2), there are right- and left-hand display windows on 486

either side of a main display window for displaying the current 487

posture of the whole body. In the lower part, there are NMS 488

and upper body posture display windows, the virtual gesture 489

display window (for displaying the gesture animation process), 490

and posture display windows (for displaying all of the postures 491

of the gesture). 492

The other boxes are used for the interactions with the 493

databases and operations on gesture controls (such as setting 494

time and speed). When users are constructing a virtual gesture, 495

they first select from repertoires of upper body postures, hand 496

configurations, and NMS—the representative components for 497

the gesture. If some components are not in the databases, users 498

can use the corresponding control panels to create and save them 499

to the databases. When there are some components that are close 500

to the desired ones, the users can select them and use the control 501

panels to fine-tune them. In the following discussion, we assume 502

that such components exist in the databases. 503
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For example, when a user is about to insert an ith posture504

into the virtual gesture, she/he first clicks on one posture icon505

in the box, and a pop-up window appears containing postures506

close to (or related to) the posture. The user then chooses one507

posture from the window, and the selected posture replaces the508

old posture of the virtual body and is displayed in both the Upper509

Limb Display Windows.510

When this process is completed, the posture i has been in-511

serted into the virtual gesture. Virtual Gesture Display Window512

then automatically shows the gesture animation session based513

on the speed setting. On the right of the virtual gesture display514

window are display windows for all postures of the current ges-515

ture. A user can click any of them to edit the gesture with the516

posture control panels and change the time setting. The newly517

created virtual gesture can be saved to the gesture database with518

push button VG Save.519

2) Virtual Gesture Creation/Editing Panel: With the gesture520

creation prototype [see Fig. 7(a)] as a guide, we have imple-521

mented a virtual gesture creation and editing interface [see522

Fig. 7(b)] and incorporated it into the sign language interfac-523

ing system. Users use this interface, together with the posture524

control panels, to create, edit, store, and retrieve any virtual525

gestures.526

At the top of the gesture interface, there is a posture sequence527

sliding bar and a gesture information line below it. Users use the528

sliding button on the bar to display [on the upper part of the in-529

terfacing system [see Fig. 2)] the postures of the current gesture,530

either those representative postures (p0 , p1 , . . ., in the vg) or any531

temporary interpolated ones between any two adjacent postures532

in the vg. The middle part of the interface is used for posture533

editing functions: importing (from the posture database), edit-534

ing, replacing, deleting, and inserting (into the current gesture).535

The bottom of the interface is reserved for displaying, saving,536

and recording the current gesture.537

At the beginning, the gesture is made up of any two postures538

distributed at time 0 and 2 s. Users can replace these postures539

with postures from the posture database with graphical widgets540

such as the push buttons Import posture, Replace, Insert posture541

in the v-gesture and the input space Select the posture sequence542

# to type posture numbers of postures to be edited or replaced.543

The timing factors for new postures are input in space entitled544

for the time @. The current posture can also be deleted with the545

Delete button.546

The gesture session can be displayed dynamically depending547

on the status of the Display switch button, which appears in only548

one mode: Display: ON or Display: OFF. The gesture display549

sliding bar and the sliding button on it are used for accurate550

control of the gesture postures.551

3) Example of Creating and Editing a Gesture: Suppose we552

are about to create a gesture that has four characteristic postures553

shown in Fig. 8(a). These postures (from left to right in this554

figure) will appear in the gesture at time (in seconds) 0, 1.5, 2.8,555

and 4.2. These postures are loaded from the posture database (or556

created instantly with the use of the control panels introduced557

above) and are inserted in the gesture (the posture at time 2:0558

is deleted). Now, we select the Display switch button, and the559

display windows will display the gesture animation process,560

Fig. 8. (a) Virtual gesture: its four posture components. (b) How to create a
natural gesture: (left) unnatural temporary postures interpolated during virtual
gesture rendering; (right) choose a representative posture of these unnatural
postures, edit it, and insert it to the gesture as a component posture for that
gesture. (c) Example of a virtual gesture sequence.

which lasts 4.2 s with the default speed of 24 frames/s. In this 561

case, sEditor will have automatically interpolated about 97 (i.e., 562

24 × 4.2 – 4) intermediate postures for this gesture. 563

Testing the gesture process, we discovered that some unnat- 564

ural postures were generated and interpolated at 3.12 s. [see 565

Fig. 8(b)]. 566

We used sEditor control panels to edit these (interpolated) 567

postures by adjusting the left and right shoulders’ (and fore- 568

arms’) positions with the widgets on the Body Posture Control 569

panel. The modified postures were automatically recorded and 570

combined as the characteristic postures for the gesture. These 571

changes resulted in a new and natural posture shown in Fig. 8(c). 572

The gesture can be saved into the gesture database with the 573
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button Save2DB and recorded in image files with the button574

Record.575

VI. CONVEYING LINGUISTIC MEANING576

A signer of a particular sign language makes gestures accord-577

ing to the grammar of that sign language; an avatar can also578

imitate this process by following commands on the movements579

of the virtual body parts if these movements are designed to580

abide by grammatical rules of that sign language. Thus, a vir-581

tual gesture session, virtual signing, acquires a meaning, and the582

virtual body makes virtual signs.583

In the following, we describe how to use this system to build584

basic LPs (such as “phonemes” and “morphemes”) of sign lan-585

guages, create sign language vocabularies, and even “write” in586

a sign language (a control panel for this task is shown in Fig. 9).587

ASL is used as an example.588

A. Constructing Basic Linguistic Parts589

The concept of “articulatory bundle” [23], which describes590

hand posture with hand configuration, point of contact (POC),591

facing, and orientation, provides good guidelines for design-592

ing virtual signing units. However, it is more effective to use593

graphical designs and implementations when dealing with the594

five basic linguistic parameters of a sign language: location,595

handshape, orientation, movement, and NMS [2]. We have also596

considered “local movement,” a special case of the movement597

parameter. The Movement-Hold model [23] is embedded in the598

graphical implementation.599

The five basic LPs (parameters) can be simulated with a list of600

virtual gestures (defined above) combined with timing factors:601

lp = [(vg0 , t0), (vg1 , t1), . . ., (vgn , tn )] (lp represents any of the602

basic LPs), which was a long sequence of postures. The question603

becomes how to quickly construct the vg′is and combine these604

vg′is with their t′is. Our solution is to use an efficient GUI605

wrapper for the operations needed for the creation and editing606

of the basic LPs.607

1) Hand Shapes and Orientations: The hand shape is the608

most important phonological part of ASL and other sign lan-609

guages; thus, we have constructed some of the most frequently610

used hand shapes (as shown in Fig. 2) and embedded them in611

the sign language interfacing system. The hand shapes can be612

applied to both the left and right hands of the avatar in the sys-613

tem with only mouse-clicks on the interface. New hand shapes614

can be built and embedded into the system.615

For some hand shapes with many variations and/or other hand616

shapes related to them, there will not be enough space in the617

scrolled view areas to display them. One solution would be to618

activate a pop-up window box with related hand shapes and619

variations when the user clicks on the hand icons.620

The hand (palm) orientation is dependent on the movements621

of the other body parts (such as forearms) and is relatively inde-622

pendent of hand shapes. The movements at the wrist joint also623

affect the hand orientation. Thus, we use a neutral orientation624

as a default for all hand shapes before their application to the625

avatar. When being applied to the virtual body, a hand (shape)626

immediately takes on the orientation defined by the other body 627

parts. 628

2) Gesture Space and Locations: The gesture space is the 629

space domain of the hand motions when people make gestures, 630

and this space is divided into different sectors [24]. Liddell and 631

Johnson’s description of POC and their classification of about 632

20 major body locations provides direct guidance [23] for the 633

implementation of the hand locations in virtual signing. 634

We have applied heuristic methods (together with the POC 635

concept and the implementation of hand constraints) to classify 636

and record the hand and elbow’s locations. When a posture is 637

created for the avatar, the locations of its hands and elbows 638

are automatically calculated. These locations are part of the 639

parametric representation of the posture and are stored in the 640

posture database. When searching for a particular posture, we 641

can use these locations to narrow down the search space. 642

A hand’s location (palm center) is classified with three types 643

of location: hand height, hand depth, and hand across. 644

1) Hand height describes how high the palm center is from 645

the ground. Its range is divided into High, Mid, and Low. 646

2) Hand depth measures how far away the palm center is 647

from the chest. Its range is divided into Far, Mid, and 648

Close. 649

3) Hand Across identifies the palm center with a horizontal 650

right–left cross line. For example, if the right hand rests 651

on the right side, it is marked as Close; when it goes across 652

the chest to the left side, it will be on the Far side. This 653

parameter is divided into three ranges: Close, Middle, and 654

Far. 655

With this definition and classification, the hand’s location can 656

be represented with a set of three variables, i.e., [across, depth, 657

height], each of which has one of three different values in its 658

range domain as defined above. There are 3 × 3 × 3 = 27 659

different combinations to describe a hand’s location. In other 660

words, a hand’s location will be in one of the 27 cubes in front 661

of the signer, defined by three perpendicular axes in the body 662

coordinate system marked with across, depth, and height in the 663

virtual body’s coordinate system with its origin at the body 664

center. 665

The elbow’s location is described with only one variable, 666

height, which has one of three values High, Mid, and Low. Now, 667

with the consideration of locations of the avatar’s two hands 668

and two elbows, we have 3 × 3 × 3 × 2 × 3 × 3 × 3 × 2 = 669

6561 different combinations of the hand and elbow’s location, 670

which means that we can divide the signing locations into 6561 671

different groups. 672

sEditor provides GUI interfaces to searching for postures or 673

close ones based on the user’s selections of location parameter 674

values of the hand and elbow. The resulting postures and the 675

ones during the searching are rendered and displayed in real 676

time as a sequence of postures, and the user may choose one or 677

more of them (two such control panels are shown in Figs. 7(b) 678

and 9). 679

3) Movements: According to [25], adding linguistically mo- 680

tivated pauses in sign durations will make the sign animations 681

more understandable by the native ASL signers. Signs can be 682

described with Movement-Hold mode and are composed of se- 683
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Fig. 9. General control panel for creating and editing LPs.

quentially produced movement segments and hold segments [2].684

In our implementation, we adapted this model but “disregard”685

the linguistic implications of a virtual sign. By movements,686

we mean any kind of movements used in signing and define a687

movement segment, mSeg, of a sign: mSeg = [(p0 , t0), (p1 , t1),688

. . ., (pn , tn )] in which any adjacent pair of [p0 , p1 , . . ., pn ]689

will be different from each other because during movement the690

articulation of LPs is always in a state of transition.691

A hold segment is a pair of the same posture that oc-692

curs sequentially at different times. For example, if the ith693

segment of a sign is a hold segment, hSegi , then hSegi =694

[(pi, ti), (pi+1 , ti+1)], where pi = pi+1and ti �= ti+1 . For a vir-695

tual sign, vSign, which is composed of movement and hold seg-696

ments, we have vSign = [mSeg0 ,mSeg1 , hSeg2 , . . ., mSegi ,697

. . ., hSegj , . . ., mSegn ], where the order of the movement and698

hold segments depends on the contents of the sign.699

B. Composing Other Linguistic Parts700

The basic LPs share a common representation form: lp =701

[(p0 , t0), (p1 , t1), . . ., (pn , tn )] and are used to compose other702

LPs. As in spoken language, given some basic LPs (phonemes703

and some morphemes), we can build larger LPs such as mor-704

phemes, words, phrases, and even sentences, which can be rep-705

resented as a combination of the very basic LPs, which turn out706

to be an ordered list of postures: LP = [lp0 , lp1 , . . ., lpm ] =707

[(p0 , t0), (p1 , t1), . . ., (pN , tN )], where lpi indicates a basic LP.708

Theoretically, we can use the formula, LP = [(p0 ; t0), (p1 ; t1),709

. . ., (pN ; tN )], to construct a sign language’s words, phrases,710

and even sentences—that is, to create or retrieve from databases711

every posture, p0 , p1 , . . ., pN . This means that the size of LP will712

become too large. Therefore, we have to use another formula:713

LP = [lp0 , lp1 , . . ., lpm ]. However, there is a problem in sign714

languages with the transition between two adjacent postures, for715

example, movement epenthesis, hold deletion, and assimilation716

in ASL. Our solution is to use both of them: LP = [lp0 , lp1 , . . .,717

lpm ] = [(p0 , t0), (p1 , t1), . . ., (pN , tN )]. First, we give some718

definitions.719

1) We define wordItem to be any of the LPs, either basic or720

larger ones.721

2) Every wordItem has several (zero to any number in theory) 722

keywords or related words associated with it. In the case of the 723

creation of words and phrases for a sign language, we use related 724

words for the association; in other cases, use keywords. However, 725

for the current version of our sign language interfacing system, 726

we use both of them interchangeably. Thus, we have following 727

representations: 728

a) WordItem = {lpi}: combination of any number of basic 729

LPs. 730

b) WordItem = {LPj}: combination of any number of larger 731

LPs. 732

c) WordItem = {lpi , LPj}: combination of any number of 733

basic and larger LPs. 734

d) WordItem = {mSegi, hSegj}: combination of any number 735

of movement segments and hold segments in the Movement- 736

Hold model representation. 737

e) WordItem = {lpi , LPj ,KWm} or wordItem = 738

{lpi , LPj ,RWm}: combination of any number of basic and 739

larger LPs and associated keywords or related words. 740

f) WordItem = {lpi , [(pk , tk )], LPj ,KWm} or wordItem = 741

{lpi , [(pk , tk )], LPj ,RWm}: same as above, but [(pk , tk )] indi- 742

cates the inserted postures modified postures in {lpi} or {LPj}. 743

To construct a graphical user interface for creating and editing 744

LPs, we have considered the following requirements for such 745

an interface. 746

1) It should be able to create and edit postures, and store and 747

retrieve these newly built postures. 748

2) Based on the posture database, the interface should be 749

able to create basic LPs with time controls, edit them 750

dynamically, store them, and retrieve them from an LP 751

database. 752

3) It should be able to create large LPs from the posture 753

database and LP database and input keywords or related 754

words for them. 755

4) It should provide, if possible, an editing mechanism for 756

editing both the posture constituents and the LP con- 757

stituents for an LP. 758

These requirements for the LP creation and management in- 759

terface were implemented in a control panel (see Fig. 9) and 760

its associated databases; the user can insert, delete, and edit 761
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Fig. 10. (a) Virtual signing output of an ASL word: EASY (the session should
repeat once more time). (b) Virtual signing output (signed English) of an ASL
sentence: WE LEARN ENGLISH. (c) An example of how to quickly retrieve a
sign language \word”: these display windows display virtual signs (animation
sessions) for different but related (associated) \words”; the word “WordItem”
above the display window is supposed to be notation symbols of a sign language
for the sign below it. The user will have three input methods to choose from:
1) clicking on the virtual sign in a display window, 2) typing in the notation
symbols, and 3) typing the number (1, 2, . . .) above the virtual sign.

the postures and the LPs. The results are displayed in pop-up762

windows and can be saved in the database. Fig. 10(a) and (b)763

gives two examples of virtual signing for an ASL word and one764

sentence.765

VII. DISCUSSION 766

sEditor is a prototype sign language interfacing system for 767

creating and managing sign language LPs. The system provides 768

a GUI interactive mechanism for the creation of correct basic 769

signs (see Fig. 4(c) and (d), 7(b), 8(b), and 9). 770

With the use of virtual gesture and sign databases, the users 771

of sEditor can construct, save, retrieve, and edit basic LPs and 772

then build larger LPs such as words, phrases, or sentences based 773

on the basic ones [as shown in Fig. 10(a), (b), and (c)] at “lower 774

level” (i.e., without consideration of the grammatical conjuga- 775

tions), which may not be correct unless under intensive exami- 776

nation and with necessary corrections [as shown in Fig. 8(b)]. 777

It would be an ultimate goal for our sign language interfacing 778

system to become (or at least, give a direction for creating) a sign 779

language “editor” like a text editor (such as Microsoft Word) 780

for the spoken languages, in which users can “write” with the 781

system. There are two major problems to consider for designing 782

a sign language “editor”: 1) how to retrieve (input) sign language 783

“words” and 2) how to deal with the transition between two 784

adjacent “words” following the sign language syntax. 785

As for the first problem, we can borrow methods such as auto- 786

complete used in several Asian language text input techniques. 787

When one clicks on a sign or types in the transcription code for 788

a sign, the signs related to that sign (e.g., with higher associated 789

weights or sharing the first transcription coding symbols) will be 790

displayed on the screen, each of which is an animation sequence 791

accompanied by a number or notation symbols, rendered in an 792

easy-to-understand style in a small screen area. One can click 793

on the desired sign or type in its representative number or nota- 794

tion symbols. Fig. 10(c) gives an explanatory example without 795

consideration of the association weights of the individual signs. 796

The solution to the second problem is much more challenging. 797

In a text editor for spoken languages, letters, words, and phrases 798

are sequentially juxtaposed, but in a sign language there is a 799

transitional process between two signing parts in which the two 800

parts exert influence over each other, following the syntax rules 801

of a sign language. This means that postures (including their 802

corresponding time factors) on the border of two adjacent signs 803

have to be changed. For example, there are four typical variations 804

in a phonological process in ASL: movement epenthesis, hold 805

deletion, metathesis, and assimilation [24]. In their computer 806

graphics implementations, this presents a movement-control- 807

over-time design issue. sEditor transits from one sign sequence 808

to another one with the use of interpolation (inserting “mid- 809

signs” based on the two adjacent signs) without consideration 810

of the syntactical rules. 811
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sEditor: A Prototype for a Sign Language
Interfacing System

1

2

Beifang Yi, Xusheng Wang, Frederick C. Harris, Jr, and Sergiu M. Dascalu3

Abstract—Sign languages are as capable of expressing human4
thoughts and emotions as traditional (spoken) languages. The dis-5
tinctive visual and spatial nature of sign languages makes it difficult6
to develop an interfacing system as a communication medium plat-7
form for sign language users. This paper targets this problem by8
presenting some explorations in the areas of computer graphics,9
interface design, and human–computer interaction with emphasis10
on software development and implementation. We propose a sign11
language interfacing system, as a working platform, that can be12
used to create virtual human body parts, simulate virtual gestures,13
and construct, manage, and edit sign language linguistic parts. It14
is expected that the system and the results presented in this paper15
would provide an example for the future sign language “editor.”16

Index Terms—Graphical user interfaces, human gesture simu-17
lation, interactive systems, sign language.18

I. INTRODUCTION19

S IGN languages have been proven linguistically to be natu-20

ral languages [1], [2], just as capable of expressing human21

thoughts and feelings as traditional languages are. The visual22

and spatial nature of sign languages contributes to the lack of23

“editors” in such languages. The current writing systems, while24

making full use of various suggestive 2-D icons or phonetic25

symbols, are indirect, unnatural transcriptions, and transforma-26

tions of the 3-D expressions inherent in sign languages. This27

symbol representation for a sign language is, in fact, like a text28

encoding of spatial contents.29

To address these problems, we draw from computer graph-30

ics and human–computer interaction, specifically human body31

modeling, user interface design, and software implementation,32

to develop a framework of a sign language interfacing system33

that we call sEditor. Based on an expanded version of [3], we34

present this system.35
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Considering biomechanics, a virtual human body is first con- 36

structed as a set of functional body components. Using the vir- 37

tual body and focusing on the creation of natural hand config- 38

urations and the application of body joint motion constraints, 39

virtual gestures are created by controlling the movements of 40

the functional components. From the virtual gestures, sign lan- 41

guage linguistic parts (LPs) can be constructed by using the 42

Movement-Hold model. A graphical user interface supports the 43

operations of gesture generation and editing, gesture database 44

management, and creation, editing, storage, and retrieval of sign 45

language LPs. 46

Under the Fedora Core of Red Hat Linux operating system, 47

sEditor is implemented in C++ and OpenGL and uses the 48

Coin3-D graphics library (an Open Inventor clone). The GUI 49

interface is implemented using the Qt API and C++. It also can 50

run in the VMware Virtual environment under Windows 7. 51

sEditor is designed to support constructing, managing, and 52

editing virtual gestures. From these signing components, first 53

sign language linguistic components, then phonemes, and, fi- 54

nally, sentences can be created. To support other linguistic com- 55

ponents, components may be stored and retrieved from sign 56

language databases. 57

The organization of this paper is as follows. Section II presents 58

the related literature. Section III overviews the interfacing 59

system. Section IV discusses modeling and simulation of the 60

human body. Section V presents the design, creation, and man- 61

agement of virtual gestures. Section VI discusses the creation 62

of sign language LPs. Section VII presents a discussion. See 63

http://cs.salemstate.edu/∼byi/sEditorDemos/ for additional re- 64

lated materials. 65

II. RELATED LITERATURE 66

An early interactive system analyzed and modeled the com- 67

plex hand and arm movements of sign language [4]. Through 68

the reconstruction and manipulation of actual sign movements, 69

this system was designed to convey American Sign Language 70

(ASL) essential grammatical information using line drawing. 71

The dictionary of the ASL on linguistic principles (DASL 72

[5]), now the multimedia dictionary of the American Sign Lan- 73

guage (MM-DASL [6]), presents ASL signs in full motion 74

(video of ASL entries), enabling users to search for words by 75

entering English words or ASL pronunciation criteria. 76

Live-action video clips with graphical user interfaces support 77

sign language studies. For example, SignStream is a multimedia 78

database tool designed to facilitate ASL linguistic and computer 79

vision research on visual-gestural language [7], [8]. Data from 80

native signers are collected with video collection equipment, 81

and users can enter annotation information into data distinct 82

2168-2291 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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fields [9], [10]. The video clips and associated linguistic anno-83

tations are available in multiple formats for ASL studies and84

gesture analysis. One example concerns the design of an online85

web browser for the deaf community [11]. It provides hyper-86

links within video in a sign language-based text optional web87

environment.88

Today, lifelike virtual human figures can be constructed [12],89

[13]. Human avatars can imitate human actions and even fa-90

cial expressions. All the body joints and featured parts (such91

as eyebrows or mouth), represented as various parameters, are92

controlled in their motions, allowing the creation of virtual ges-93

tures.94

The use of virtual human figures in sign language studies is95

a popular approach [14]–[18]. However, Frishberg et al. [19]96

provide framework concepts and Ong and Ranganath [20] pro-97

vide sign language gesture issues (with respect to modeling98

transitions between signs, modeling inflectional processes, and99

related concerns) to inform virtual signing systems.100

Human avatars (i.e., virtual human bodies) may provide ad-101

vantages over videos of native signers (see [9], [10], [14]–[16],102

and [18]). However, current systems are limited because the LPs103

(the sign language phonemes, words, and sentences) are fixed104

and the lexicons are limited. Therefore, the users cannot create105

new sign language “words” or “phrases.”106

To target this issue, sEditor is an “open” platform for different107

sign languages with user interfaces for the creation and manage-108

ment of sign language LPs (from phonemes to sentences). To109

produce more natural hand configurations, the handshapes (the110

most important sign language parameters) generated by sEditor111

incorporate hand biomechanical constraints.112

sEditor serves as a sign language “word” editor prototype113

with which sign language users can “write” in their languages114

like a regular text editor for spoken languages [21].115

III. ARCHITECTURE OF THE PROTOTYPE116

The sign language interfacing system provides an interactive117

virtual environment in which users can construct virtual gestures118

through a virtual human body, associate the gesture sessions with119

sign language LPs (such as morphemes, words, and phrases),120

create virtual signs with the use of databases for managing the121

LPs, and even “write” in a sign language. The architecture of122

the system is shown in Fig. 1.123

The system consists of five main functional components.124

1) A virtual human body: This central and foundational part125

of the interfacing system is modeled based on the anatomi-126

cal structure of the human body. The whole body is divided127

into various functional parts, each of which is represented128

by a set of parameters (discussed in detail later).129

2) A virtual environment: Several virtual cameras are “in-130

stalled” in this virtual box, and the background can be131

set to different colors. Because the hand plays the most132

important role in signing, two virtual settings are created133

for both hands of the virtual body.134

3) Inputs and Control: This provides the inputs either from135

the databases or from users to the virtual body for produc-136

ing virtual gesture sessions, to set up a particular virtual137

Fig. 1. sEditor architecture (VE: Virtual Environment; VB: Virtual Body; VG:
Virtual Gestures; VS: Virtual Signs; DB: Database).

environment (such as background and camera setups) and 138

to control the output processes and formats. This part in- 139

cludes the following components: 140

a) VB Control: to provide rotations at the body joints 141

and define facial expressions. 142

b) VE Control: to set up the virtual environment and 143

fine-tune virtual cameras, to select and place a char- 144

acter as the virtual sign from a character pool (male 145

and female virtual characters in diverse races). 146

c) Rendering Control: to render the virtual body in a 147

chosen style, to display and record the outputs (im- 148

ages and parameter values for the virtual body and 149

environment) on the screen or storage in a certain 150

format. 151

d) VG/DB Control: to construct and edit virtual ges- 152

tures and store/retrieve them to/from the virtual ges- 153

ture database. 154

e) VS/DB Control: to create and edit virtual signs and 155

associate them with a particular sign language no- 156

tation, to store and retrieve from the virtual sign 157

database the virtual signs and their corresponding 158

related notations. 159

4) Outputs: The output of the system is represented in dif- 160

ferent formats: visual signs displayed on the screen, their 161

image session recorded and saved to storage, and para- 162

metric representations of the virtual gestures of the virtual 163

body and those of the virtual environment. 164

5) Virtual gesture/sign database: All the created gestures, 165

virtual signs, and their sign notations are stored in their 166

databases. Gestures and signs are sets of parametric values 167

defined in particularly designed data structures. Sign no- 168

tions are English translations of the signs. Two databases 169

are included in the system: 170

a) VG/DB Database: a database for virtual gestures. 171

A gesture is a list of virtual postures with a tim- 172

ing factor for each of the postures. Thus, a gesture, 173

after being loaded from the database, is displayed 174

as an animation session on the screen. This gesture 175
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Fig. 2. One screenshot of sEditor: an example of creation and edition of hand configurations on left and rights.

database includes subdatabases for body postures176

and hand configurations.177

b) VS/DB Database: a database for virtual signs. A sign178

consists of one or more virtual gestures and is a sign179

LP in a particular sign language. A sign is stored in180

the database together with its sign notation and the181

links with its related signs.182

One screenshot of the sign language interfacing system is183

shown in Fig. 2. The upper part of the system layout is for dis-184

play with a main display window in the middle for displaying185

body gestures/signs and two accessory (smaller) ones on either186

side for demonstrating hand gestures. Below the hand display187

windows are hand icons of the most frequently used hand con-188

figurations in sign languages. Clicking on a hand icon will load189

from the hand database the corresponding hand configuration190

to the current hand (right or left). The lower part is arranged as191

a set of graphical tabs for controlling virtual body and environ-192

ment, creating and editing gestures and signs, managing their193

databases, and rendering and recording outputs.194

IV. CONSTRUCTING A VIRTUAL HUMAN BODY195

A virtual human body is a module that can be subdivided196

into submodules (i.e., body parts) according to the hierarchical197

structure of the human body as it moves and how body part 198

motion is coordinated. In this section, we introduce the structure 199

of the body modules and, then, describe the simulation of the 200

motions of the human body parts. 201

A. Modeling the Human Body 202

The first step in human body modeling is the classification 203

of body parts according to their contributions to gestures and 204

signing. The lower parts of the body (legs, feet, and hips) are 205

rarely used during signing, and thus, they are abstracted using 206

a single body part. The Torso represents the body trunk, which 207

is connected to the shoulders and head. The body part Head 208

contains the eyes, hair, neck, and the frontal part, which is used 209

to model the facial expressions or nonmanual signals (NMS) in 210

sign languages. The part Shoulder consists of the upper arm and 211

the clavicle. The part Hand, which is composed of the palm, 212

fingers, and thumb, is critical in the simulation of signing and is 213

modeled differently than the other body parts. The part Forearm 214

connects the shoulder (upper arm) and the hand. 215

We use a tree structure (see Fig. 3) to design algorithms for 216

the movements of the body parts that are connected, and thus, 217

the movements of a parent node in the tree will propagate to 218

all of its child nodes (children); the ultimate movements of a 219
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Fig. 3. Coordination of the motions of the human body parts.

child are the cumulative combination of the movements of all220

its parents in the tree. Each part’s motions are modeled in its221

own (local) coordinate system; the movements upon the body222

parts to which that part is connected will be recorded in a motion223

engine (see the following section), which in turn will drive the224

connected body parts for corresponding reactions automatically225

in the system.226

For example, rForearm’s movement at its local coordinate227

system is noted as rForearm-local; the relationship between228

rForearm and rShoulder is noted as rForearm-rShoulder; the229

relationship between rShoulder and Torso is rShoulder-Torso;230

and so on. Thus, the rForearm’s movement in the World231

Reference Frame is expressed as MTorso-World←rShoulder-232

Torso←rForearm-rShoulder←rForearm-local.233

The body parts that make up the human body share some234

common features that take the form of user-defined data types,235

functions, and rendering algorithms for the modeling implemen-236

tation. We use xBody for the abstract representative body part237

that accomplishes all operations (different motions such as ro-238

tation and bending) for these common features. For a particular239

body part, its deformation algorithms and movement patterns240

(represented as a set of parameters) are embedded into the body241

object upon its substantiation.242

B. Simulation of Body Motion243

A body part has its own movements and will influence and be244

influenced by others connected to it, depending on the relation-245

ship between them. More importantly, there is a deformation at246

the joint that connects the body parts. We have designed and im-247

plemented a motion engine that is embedded in each body part248

to “propagate” body part’s motions to its connecting body parts249

and to simulate the deformation around the connection joint.250

When a body part (i.e., a cluster of 3-D vertices) moves or251

other parts connected to the part move, different types of sig-252

nals (different types of rotations) will be sent from this part253

to the motion engine connected to the part. These signals will254

trigger a set of calculations of new vertex positions, normals,255

and properties, depending on the types of the signals. The up-256

dated vertex data will be used for rendering the body part. The257

Fig. 4. (a) Hand configuration control panel. (b) Upper body posture control
panel.

resulting outputs (including motion information of the local co- 258

ordinate system for the body part) will spread to the body part’s 259

immediate child (in the tree), which generates a chain of oper- 260

ations and renderings on the connected body parts (through the 261

engines). 262

1) Simulation of the Hand Configurations and Motions: 263

There are 16 hand parts in a hand: a palm, three finger parts 264

on each of the four fingers (the index, middle, ring, and pinky), 265

and three thumb parts. All these 16 parts are modeled with an 266

ordered tree structure [22]. The hand, when in motion under 267

constraints, generates natural hand gestures. One such example 268

is that bending of the middle finger will result in the follow-up 269

movements on the index and ring fingers. The hand constraints 270

have been implemented, and the results from [22] have been in- 271

corporated in sEditor. Fig. 4(a) shows a screenshot of the control 272

panel for generating hand configurations. 273

2) Modeling the Upper and Lower Parts of the Body: The 274

upper body consists of the abdomen, chest, clavicle, shoulders, 275

and part of the hips and neck. All of these parts are covered by 276

clothing, and their movement patterns can be described with a 277

tree structure. All nodes in the tree should be independent body 278

part modules with an individual motion paradigm, but in our 279

interfacing system, we combine the hips, abdomen, chest, neck, 280

and clavicle into one large body part, as a rigid body part with 281

deformation only on the borders with the shoulders. The right 282

and left shoulders, together with their corresponding upper arms, 283

are modeled separately. Thus, we have five upper body parts to 284

be modeled individually: the main part of the torso (the hips, 285

abdomen, chest, and neck), right and left shoulders (including 286

the upper arms), and right and left forearms (attached to the right 287

and left shoulders in the tree). Particular attention was focused 288

on the simulations of the shoulders and forearms, and specific 289

algorithms were implemented to deal with the deformations 290

in the shoulder and forearm movements. Fig. 4(b) depicts a 291

screenshot of the control panel for the simulation of the upper 292

body movements. 293
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Fig. 5. Process of how a body part module processes its input data and model
the movements.

There are three widget groups on the panel for controlling294

the upper body movements: 1) Shoulder: the shoulder and up-295

per arm’s twist (rotation) are adjusted with an iconic dial, and296

the raising and swing movements are adjusted with two vertical297

slide bars; 2) Forearm: the forearm’s rotation (twist) is adjusted298

with a dial widget, and its bending movement is controlled with299

a vertical slide bar; and 3) Wrist: the wrist’s bending and side-300

to-side movements are adjusted with two vertical slide bars. All301

these widget groups are under the control of another widget302

group on the same panel entitled Body part, which indicates303

whether the left body part or the right one will get inputs from304

the three widget groups. There is another widget group that305

controls the whole body’s movements: displacements (transla-306

tions) along and rotations around three perpendicular axes of307

the coordinate system for the whole body.308

V. CREATING VIRTUAL GESTURES309

In this section, we discuss how to transcribe the movements310

generated from the virtual body and then how to create and coor-311

dinate the movements of individual body parts for the simulation312

of the human gestures.313

A. Parametric Representation of Human Gestures314

A virtual human body is made up of many different body315

parts, each of which can be implemented with an abstract rep-316

resentative body part, xBody, with an extension based on its317

motion patterns and deformation methods. To control and sim-318

ulate the movement of that body part, parametric values of the319

motions (translation and/or transformation) must be fed into that320

body part through an interface. This process is shown in Fig. 5.321

When a body part receives inputs, it will “interpret” the in-322

puts, based on the nature of the body part, as values for some323

or all motion parameters for three types of rotations: abduction-324

adduction, twist-rotation, and flexion-extension. Then, the de-325

formation and motion mechanisms of the body part will cal-326

culate the new locations, normals, and transformations for the327

body part according to the motion patterns and parametric val-328

ues. Finally, the calculations will be fed back for rendering this329

part and for updating its neighboring body parts.330

Thus, the movements of the virtual body can be described by331

and controlled with the inputs of the component body parts of the332

avatar, and a virtual gesture is a set of movements of the virtual333

body in a certain order. These inputs of the body components334

are a set of motion parametric variables with certain values, and335

Fig. 6. Data structure for body posture.

therefore, a virtual gesture can be described with a cluster of 336

sets of parametric variables. In the following, we will illustrate 337

the parametric representation of the gestures, but we will first 338

give a definition of body posture and its data structure. 339

1) Representation of Body Posture: Body posture means the 340

position, pose, and bearing of the body, for example, sitting 341

posture and erect posture. In sEditor, we extend this definition 342

such that body posture defines the positions and bearing char- 343

acteristics of all body parts including facial expression features 344

and hand configurations. This makes it convenient to design and 345

implement data structures that are used to represent and process 346

the LPs of a sign language. A data structure for body posture is 347

defined as a tree structure (see Fig. 6). 348

A posture contains the following elements. 349

1) Head: for modeling the head movement (through parame- 350

ters nodA, tiltA, and turnA) and for simulation of facial ex- 351

pressions, or NMS (through parameters rEyeID, lEyeID, 352

mouthID, and facialID). 353

2) ID: a unique integer for the posture. 354

3) Center: a point in the 3-D space (an array of three floating 355

point numbers) for the center of the body. 356

4) Orientation: a vector for identifying the body’s orientation 357

in the 3-D space. 358

5) rShoulder and lShoulder: for the description and control 359

of the movements of both shoulders (through parameters 360

of raiseA, swingA, and rotateA). 361

6) rForearm and lForearm: for the description and control 362

of the movements of both elbows (through parameters of 363

bendA, rotateA, and elbowCenter). 364



IE
EE

Pr
oo

f

6 IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS

Fig. 7. (a) Prototype for creating virtual gestures. (b) Virtual gesture creation/editing panel.

7) rHand and lHand: for the description and control of365

the movements of both hands (through parameters of366

wristFE for wrist’s flexion-extension or rotation/bending)367

and wristAA for wrist’s abduction-adduction or side-side368

movement, palmCenter and palmOrientation for the palm,369

thumb, index, middle, ring, and pinky for the thumb and370

fingers. Since the hand has the most complicated configu-371

rations, we assign each hand pose a unique ID.372

8) Thumb: for the description and control of the movements373

of the three thumb parts (through parameters ipFE for the374

flexion-extension of the thumb tip, mcpFE and mcpAA375

for the flexion-extension and abduction-adduction of the376

middle thumb part, and cmcFE, cmcAA, and cmcTwist for377

the movements of the thumb’s base part).378

9) Index, middle, ring, and pinky: for the description and379

control of the movements of the three finger parts (through380

paramenters dipFE for the flexion-extension of the finger 381

tip, pipFE for flexion-extension of the finger’s middle part, 382

and mcpFE, mcpAA and mcpTwist for the movements of 383

the finger’s base part). 384

The elbowCenter and palmCenter data structures record the 385

positions of the hand and elbow and play an important role in 386

classifying the virtual gestures and searching a sign language for 387

LPs. As a new posture is constructed, the positions for the elbow 388

and the hand are automatically calculated by the system and 389

become a part of the parametric representation of the posture. 390

2) Representation of Body Gestures: People make gestures 391

by starting with a posture and ending with another posture, as- 392

suming a series of varying postures in between. In a similar way, 393

a virtual gesture can be described as an ordered set of postures 394

of a virtual human body. A timing factor is, thus, introduced to 395

describe the order of the postures: posture pi occurs at time ti , 396
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where pi is a parametric representation of the posture at time ti397

and has a data structure defined in the previous section. Thus,398

we use a list to define the gesture, vg = [(p0 , t0), (p1 , t1), . . .399

(pn , tn )] in which p0 is the starting posture at time t0 , and pn is400

the ending one at time tn .401

There is a big difference between a human’s gesture in real402

life and the gesture defined above: the former is a continuous403

process, which means an infinite number of postures in a gestur-404

ing session, while the latter is only a limited number of postures405

in a posture list. We address this problem in two steps. First,406

for a virtual gesture, a group of distinctive postures is selected407

(like key frames in video) that reflect characteristics of the ges-408

ture; then, temporary postures between two adjacent postures409

(i.e., key frames) are interpolated during the output process of410

the virtual gesture based on the rendering speed (frames per411

second) and time difference between the two adjacent postures412

(i.e., key frames).413

B. Construction and Management of Body Postures414

As illustrated above, body posture in the sign language inter-415

facing system is interpreted as a set of parametric variables that416

describes the distinctive features of a body’s bearing. According417

to the characteristics of the body parts and their functionalities418

in a signing process, we classify the parametric representations419

of the body parts into three separate groups: hand configuration,420

upper limb positioning, and NMS.421

We now discuss the construction and management of virtual422

postures in the interfacing system. We focus on the introduction423

of the functions (wrapped in a graphical user interface) of these424

operations. The functions are “wrapped” in an efficient graphical425

user interface, through which body postures are created and426

edited by providing and adjusting parametric values for the427

posture’s representative parametric variables. The management428

of body postures such as storing, editing, and retrieving of the429

postures is handled by a posture database.430

1) Hand Configurations: A Hand Configuration Control431

panel has been built and embedded in sEditor [see Fig. 4(a)]432

for the creation and editing of hand shapes. Graphical widgets433

are used to provide and adjust values (degrees of rotation angles)434

of the parametric variables for a certain hand configuration.435

A hand configuration database is used to assist in the cre-436

ation, editing, and management of the hand configurations. We437

constructed several dozen hand shapes (like in Fig. 2), stored438

them into the hand configuration database, and embedded them439

into the system.440

To create a new hand shape, we first search for a basic hand441

configuration in the database that has a similar pattern. If we442

cannot find one, we use a default hand shape with a neutral443

position. Then, we use the hand configuration control panel to444

fine-tune the angles of the hand’s joints (including the wrist’s445

joints). Finally, the newly created hand configuration is saved in446

the database. The hand shapes can be applied to both hands of447

the virtual body.448

2) Upper Body Postures: The upper body parts of the virtual449

figure in the interfacing system include the shoulder (together450

with the upper arm), forearm, and the wrist joint, responsible 451

for the hand (palm) orientation. A body posture control panel 452

is incorporated into the sign language interfacing system for 453

providing inputs for upper body part joints as [see Fig. 4(b)], 454

using the data structure previously described. 455

A body posture database is used together with the NMS and 456

hand configuration databases for storing, editing, and retrieving 457

body postures. Some basic body postures are included in the 458

posture database. 459

When a new body posture is created, the parametric values 460

corresponding to the posture’s data structure (as defined above) 461

can be stored in the body posture database. Of the parameters, 462

two groups are critical for categorizing and designing virtual 463

gestures: the locations of the center of each hand palm and of 464

the center of each elbow in the coordinate system for the whole 465

virtual body. These locations are automatically calculated based 466

on the inputs to the body posture control panel. 467

C. Creation and Management of Virtual Gestures 468

We have defined a virtual gesture vg as [(p0 , t0), (p1 , t1), . . ., 469

(pn , tn )] with pi being the ith posture in vg at the time ti . The 470

postures p0 , p1 , . . ., pn constitute a complete set of postures for 471

a given gesture and are the most representative and characteris- 472

tic postures for that gesture, which describe the gesture process. 473

Once a posture list vg is extracted for a certain gesture, inter- 474

mediate and temporary postures can be interpolated between 475

any two adjacent postures in the list for display and output. The 476

problem of creating a virtual gesture is how to construct such a 477

posture list given the gesture. We next describe the architecture 478

and implementation of the construction of virtual gestures. 479

1) Architecture for Creating and Editing Virtual Gestures: 480

Fig. 7(a) illustrates the architecture for creating and editing 481

virtual gestures, and Fig. 7(b) shows the implemented control 482

panel. In the figure, the boxes with bold edges represent display 483

windows for displaying the temporary and overall results in the 484

gesture construction process. In the upper part (corresponding to 485

that of Fig. 2), there are right- and left-hand display windows on 486

either side of a main display window for displaying the current 487

posture of the whole body. In the lower part, there are NMS 488

and upper body posture display windows, the virtual gesture 489

display window (for displaying the gesture animation process), 490

and posture display windows (for displaying all of the postures 491

of the gesture). 492

The other boxes are used for the interactions with the 493

databases and operations on gesture controls (such as setting 494

time and speed). When users are constructing a virtual gesture, 495

they first select from repertoires of upper body postures, hand 496

configurations, and NMS—the representative components for 497

the gesture. If some components are not in the databases, users 498

can use the corresponding control panels to create and save them 499

to the databases. When there are some components that are close 500

to the desired ones, the users can select them and use the control 501

panels to fine-tune them. In the following discussion, we assume 502

that such components exist in the databases. 503
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For example, when a user is about to insert an ith posture504

into the virtual gesture, she/he first clicks on one posture icon505

in the box, and a pop-up window appears containing postures506

close to (or related to) the posture. The user then chooses one507

posture from the window, and the selected posture replaces the508

old posture of the virtual body and is displayed in both the Upper509

Limb Display Windows.510

When this process is completed, the posture i has been in-511

serted into the virtual gesture. Virtual Gesture Display Window512

then automatically shows the gesture animation session based513

on the speed setting. On the right of the virtual gesture display514

window are display windows for all postures of the current ges-515

ture. A user can click any of them to edit the gesture with the516

posture control panels and change the time setting. The newly517

created virtual gesture can be saved to the gesture database with518

push button VG Save.519

2) Virtual Gesture Creation/Editing Panel: With the gesture520

creation prototype [see Fig. 7(a)] as a guide, we have imple-521

mented a virtual gesture creation and editing interface [see522

Fig. 7(b)] and incorporated it into the sign language interfac-523

ing system. Users use this interface, together with the posture524

control panels, to create, edit, store, and retrieve any virtual525

gestures.526

At the top of the gesture interface, there is a posture sequence527

sliding bar and a gesture information line below it. Users use the528

sliding button on the bar to display [on the upper part of the in-529

terfacing system [see Fig. 2)] the postures of the current gesture,530

either those representative postures (p0 , p1 , . . ., in the vg) or any531

temporary interpolated ones between any two adjacent postures532

in the vg. The middle part of the interface is used for posture533

editing functions: importing (from the posture database), edit-534

ing, replacing, deleting, and inserting (into the current gesture).535

The bottom of the interface is reserved for displaying, saving,536

and recording the current gesture.537

At the beginning, the gesture is made up of any two postures538

distributed at time 0 and 2 s. Users can replace these postures539

with postures from the posture database with graphical widgets540

such as the push buttons Import posture, Replace, Insert posture541

in the v-gesture and the input space Select the posture sequence542

# to type posture numbers of postures to be edited or replaced.543

The timing factors for new postures are input in space entitled544

for the time @. The current posture can also be deleted with the545

Delete button.546

The gesture session can be displayed dynamically depending547

on the status of the Display switch button, which appears in only548

one mode: Display: ON or Display: OFF. The gesture display549

sliding bar and the sliding button on it are used for accurate550

control of the gesture postures.551

3) Example of Creating and Editing a Gesture: Suppose we552

are about to create a gesture that has four characteristic postures553

shown in Fig. 8(a). These postures (from left to right in this554

figure) will appear in the gesture at time (in seconds) 0, 1.5, 2.8,555

and 4.2. These postures are loaded from the posture database (or556

created instantly with the use of the control panels introduced557

above) and are inserted in the gesture (the posture at time 2:0558

is deleted). Now, we select the Display switch button, and the559

display windows will display the gesture animation process,560

Fig. 8. (a) Virtual gesture: its four posture components. (b) How to create a
natural gesture: (left) unnatural temporary postures interpolated during virtual
gesture rendering; (right) choose a representative posture of these unnatural
postures, edit it, and insert it to the gesture as a component posture for that
gesture. (c) Example of a virtual gesture sequence.

which lasts 4.2 s with the default speed of 24 frames/s. In this 561

case, sEditor will have automatically interpolated about 97 (i.e., 562

24 × 4.2 – 4) intermediate postures for this gesture. 563

Testing the gesture process, we discovered that some unnat- 564

ural postures were generated and interpolated at 3.12 s. [see 565

Fig. 8(b)]. 566

We used sEditor control panels to edit these (interpolated) 567

postures by adjusting the left and right shoulders’ (and fore- 568

arms’) positions with the widgets on the Body Posture Control 569

panel. The modified postures were automatically recorded and 570

combined as the characteristic postures for the gesture. These 571

changes resulted in a new and natural posture shown in Fig. 8(c). 572

The gesture can be saved into the gesture database with the 573
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button Save2DB and recorded in image files with the button574

Record.575

VI. CONVEYING LINGUISTIC MEANING576

A signer of a particular sign language makes gestures accord-577

ing to the grammar of that sign language; an avatar can also578

imitate this process by following commands on the movements579

of the virtual body parts if these movements are designed to580

abide by grammatical rules of that sign language. Thus, a vir-581

tual gesture session, virtual signing, acquires a meaning, and the582

virtual body makes virtual signs.583

In the following, we describe how to use this system to build584

basic LPs (such as “phonemes” and “morphemes”) of sign lan-585

guages, create sign language vocabularies, and even “write” in586

a sign language (a control panel for this task is shown in Fig. 9).587

ASL is used as an example.588

A. Constructing Basic Linguistic Parts589

The concept of “articulatory bundle” [23], which describes590

hand posture with hand configuration, point of contact (POC),591

facing, and orientation, provides good guidelines for design-592

ing virtual signing units. However, it is more effective to use593

graphical designs and implementations when dealing with the594

five basic linguistic parameters of a sign language: location,595

handshape, orientation, movement, and NMS [2]. We have also596

considered “local movement,” a special case of the movement597

parameter. The Movement-Hold model [23] is embedded in the598

graphical implementation.599

The five basic LPs (parameters) can be simulated with a list of600

virtual gestures (defined above) combined with timing factors:601

lp = [(vg0 , t0), (vg1 , t1), . . ., (vgn , tn )] (lp represents any of the602

basic LPs), which was a long sequence of postures. The question603

becomes how to quickly construct the vg′is and combine these604

vg′is with their t′is. Our solution is to use an efficient GUI605

wrapper for the operations needed for the creation and editing606

of the basic LPs.607

1) Hand Shapes and Orientations: The hand shape is the608

most important phonological part of ASL and other sign lan-609

guages; thus, we have constructed some of the most frequently610

used hand shapes (as shown in Fig. 2) and embedded them in611

the sign language interfacing system. The hand shapes can be612

applied to both the left and right hands of the avatar in the sys-613

tem with only mouse-clicks on the interface. New hand shapes614

can be built and embedded into the system.615

For some hand shapes with many variations and/or other hand616

shapes related to them, there will not be enough space in the617

scrolled view areas to display them. One solution would be to618

activate a pop-up window box with related hand shapes and619

variations when the user clicks on the hand icons.620

The hand (palm) orientation is dependent on the movements621

of the other body parts (such as forearms) and is relatively inde-622

pendent of hand shapes. The movements at the wrist joint also623

affect the hand orientation. Thus, we use a neutral orientation624

as a default for all hand shapes before their application to the625

avatar. When being applied to the virtual body, a hand (shape)626

immediately takes on the orientation defined by the other body 627

parts. 628

2) Gesture Space and Locations: The gesture space is the 629

space domain of the hand motions when people make gestures, 630

and this space is divided into different sectors [24]. Liddell and 631

Johnson’s description of POC and their classification of about 632

20 major body locations provides direct guidance [23] for the 633

implementation of the hand locations in virtual signing. 634

We have applied heuristic methods (together with the POC 635

concept and the implementation of hand constraints) to classify 636

and record the hand and elbow’s locations. When a posture is 637

created for the avatar, the locations of its hands and elbows 638

are automatically calculated. These locations are part of the 639

parametric representation of the posture and are stored in the 640

posture database. When searching for a particular posture, we 641

can use these locations to narrow down the search space. 642

A hand’s location (palm center) is classified with three types 643

of location: hand height, hand depth, and hand across. 644

1) Hand height describes how high the palm center is from 645

the ground. Its range is divided into High, Mid, and Low. 646

2) Hand depth measures how far away the palm center is 647

from the chest. Its range is divided into Far, Mid, and 648

Close. 649

3) Hand Across identifies the palm center with a horizontal 650

right–left cross line. For example, if the right hand rests 651

on the right side, it is marked as Close; when it goes across 652

the chest to the left side, it will be on the Far side. This 653

parameter is divided into three ranges: Close, Middle, and 654

Far. 655

With this definition and classification, the hand’s location can 656

be represented with a set of three variables, i.e., [across, depth, 657

height], each of which has one of three different values in its 658

range domain as defined above. There are 3 × 3 × 3 = 27 659

different combinations to describe a hand’s location. In other 660

words, a hand’s location will be in one of the 27 cubes in front 661

of the signer, defined by three perpendicular axes in the body 662

coordinate system marked with across, depth, and height in the 663

virtual body’s coordinate system with its origin at the body 664

center. 665

The elbow’s location is described with only one variable, 666

height, which has one of three values High, Mid, and Low. Now, 667

with the consideration of locations of the avatar’s two hands 668

and two elbows, we have 3 × 3 × 3 × 2 × 3 × 3 × 3 × 2 = 669

6561 different combinations of the hand and elbow’s location, 670

which means that we can divide the signing locations into 6561 671

different groups. 672

sEditor provides GUI interfaces to searching for postures or 673

close ones based on the user’s selections of location parameter 674

values of the hand and elbow. The resulting postures and the 675

ones during the searching are rendered and displayed in real 676

time as a sequence of postures, and the user may choose one or 677

more of them (two such control panels are shown in Figs. 7(b) 678

and 9). 679

3) Movements: According to [25], adding linguistically mo- 680

tivated pauses in sign durations will make the sign animations 681

more understandable by the native ASL signers. Signs can be 682

described with Movement-Hold mode and are composed of se- 683
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Fig. 9. General control panel for creating and editing LPs.

quentially produced movement segments and hold segments [2].684

In our implementation, we adapted this model but “disregard”685

the linguistic implications of a virtual sign. By movements,686

we mean any kind of movements used in signing and define a687

movement segment, mSeg, of a sign: mSeg = [(p0 , t0), (p1 , t1),688

. . ., (pn , tn )] in which any adjacent pair of [p0 , p1 , . . ., pn ]689

will be different from each other because during movement the690

articulation of LPs is always in a state of transition.691

A hold segment is a pair of the same posture that oc-692

curs sequentially at different times. For example, if the ith693

segment of a sign is a hold segment, hSegi , then hSegi =694

[(pi, ti), (pi+1 , ti+1)], where pi = pi+1and ti �= ti+1 . For a vir-695

tual sign, vSign, which is composed of movement and hold seg-696

ments, we have vSign = [mSeg0 ,mSeg1 , hSeg2 , . . ., mSegi ,697

. . ., hSegj , . . ., mSegn ], where the order of the movement and698

hold segments depends on the contents of the sign.699

B. Composing Other Linguistic Parts700

The basic LPs share a common representation form: lp =701

[(p0 , t0), (p1 , t1), . . ., (pn , tn )] and are used to compose other702

LPs. As in spoken language, given some basic LPs (phonemes703

and some morphemes), we can build larger LPs such as mor-704

phemes, words, phrases, and even sentences, which can be rep-705

resented as a combination of the very basic LPs, which turn out706

to be an ordered list of postures: LP = [lp0 , lp1 , . . ., lpm ] =707

[(p0 , t0), (p1 , t1), . . ., (pN , tN )], where lpi indicates a basic LP.708

Theoretically, we can use the formula, LP = [(p0 ; t0), (p1 ; t1),709

. . ., (pN ; tN )], to construct a sign language’s words, phrases,710

and even sentences—that is, to create or retrieve from databases711

every posture, p0 , p1 , . . ., pN . This means that the size of LP will712

become too large. Therefore, we have to use another formula:713

LP = [lp0 , lp1 , . . ., lpm ]. However, there is a problem in sign714

languages with the transition between two adjacent postures, for715

example, movement epenthesis, hold deletion, and assimilation716

in ASL. Our solution is to use both of them: LP = [lp0 , lp1 , . . .,717

lpm ] = [(p0 , t0), (p1 , t1), . . ., (pN , tN )]. First, we give some718

definitions.719

1) We define wordItem to be any of the LPs, either basic or720

larger ones.721

2) Every wordItem has several (zero to any number in theory) 722

keywords or related words associated with it. In the case of the 723

creation of words and phrases for a sign language, we use related 724

words for the association; in other cases, use keywords. However, 725

for the current version of our sign language interfacing system, 726

we use both of them interchangeably. Thus, we have following 727

representations: 728

a) WordItem = {lpi}: combination of any number of basic 729

LPs. 730

b) WordItem = {LPj}: combination of any number of larger 731

LPs. 732

c) WordItem = {lpi , LPj}: combination of any number of 733

basic and larger LPs. 734

d) WordItem = {mSegi, hSegj}: combination of any number 735

of movement segments and hold segments in the Movement- 736

Hold model representation. 737

e) WordItem = {lpi , LPj ,KWm} or wordItem = 738

{lpi , LPj ,RWm}: combination of any number of basic and 739

larger LPs and associated keywords or related words. 740

f) WordItem = {lpi , [(pk , tk )], LPj ,KWm} or wordItem = 741

{lpi , [(pk , tk )], LPj ,RWm}: same as above, but [(pk , tk )] indi- 742

cates the inserted postures modified postures in {lpi} or {LPj}. 743

To construct a graphical user interface for creating and editing 744

LPs, we have considered the following requirements for such 745

an interface. 746

1) It should be able to create and edit postures, and store and 747

retrieve these newly built postures. 748

2) Based on the posture database, the interface should be 749

able to create basic LPs with time controls, edit them 750

dynamically, store them, and retrieve them from an LP 751

database. 752

3) It should be able to create large LPs from the posture 753

database and LP database and input keywords or related 754

words for them. 755

4) It should provide, if possible, an editing mechanism for 756

editing both the posture constituents and the LP con- 757

stituents for an LP. 758

These requirements for the LP creation and management in- 759

terface were implemented in a control panel (see Fig. 9) and 760

its associated databases; the user can insert, delete, and edit 761
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Fig. 10. (a) Virtual signing output of an ASL word: EASY (the session should
repeat once more time). (b) Virtual signing output (signed English) of an ASL
sentence: WE LEARN ENGLISH. (c) An example of how to quickly retrieve a
sign language \word”: these display windows display virtual signs (animation
sessions) for different but related (associated) \words”; the word “WordItem”
above the display window is supposed to be notation symbols of a sign language
for the sign below it. The user will have three input methods to choose from:
1) clicking on the virtual sign in a display window, 2) typing in the notation
symbols, and 3) typing the number (1, 2, . . .) above the virtual sign.

the postures and the LPs. The results are displayed in pop-up762

windows and can be saved in the database. Fig. 10(a) and (b)763

gives two examples of virtual signing for an ASL word and one764

sentence.765

VII. DISCUSSION 766

sEditor is a prototype sign language interfacing system for 767

creating and managing sign language LPs. The system provides 768

a GUI interactive mechanism for the creation of correct basic 769

signs (see Fig. 4(c) and (d), 7(b), 8(b), and 9). 770

With the use of virtual gesture and sign databases, the users 771

of sEditor can construct, save, retrieve, and edit basic LPs and 772

then build larger LPs such as words, phrases, or sentences based 773

on the basic ones [as shown in Fig. 10(a), (b), and (c)] at “lower 774

level” (i.e., without consideration of the grammatical conjuga- 775

tions), which may not be correct unless under intensive exami- 776

nation and with necessary corrections [as shown in Fig. 8(b)]. 777

It would be an ultimate goal for our sign language interfacing 778

system to become (or at least, give a direction for creating) a sign 779

language “editor” like a text editor (such as Microsoft Word) 780

for the spoken languages, in which users can “write” with the 781

system. There are two major problems to consider for designing 782

a sign language “editor”: 1) how to retrieve (input) sign language 783

“words” and 2) how to deal with the transition between two 784

adjacent “words” following the sign language syntax. 785

As for the first problem, we can borrow methods such as auto- 786

complete used in several Asian language text input techniques. 787

When one clicks on a sign or types in the transcription code for 788

a sign, the signs related to that sign (e.g., with higher associated 789

weights or sharing the first transcription coding symbols) will be 790

displayed on the screen, each of which is an animation sequence 791

accompanied by a number or notation symbols, rendered in an 792

easy-to-understand style in a small screen area. One can click 793

on the desired sign or type in its representative number or nota- 794

tion symbols. Fig. 10(c) gives an explanatory example without 795

consideration of the association weights of the individual signs. 796

The solution to the second problem is much more challenging. 797

In a text editor for spoken languages, letters, words, and phrases 798

are sequentially juxtaposed, but in a sign language there is a 799

transitional process between two signing parts in which the two 800

parts exert influence over each other, following the syntax rules 801

of a sign language. This means that postures (including their 802

corresponding time factors) on the border of two adjacent signs 803

have to be changed. For example, there are four typical variations 804

in a phonological process in ASL: movement epenthesis, hold 805

deletion, metathesis, and assimilation [24]. In their computer 806

graphics implementations, this presents a movement-control- 807

over-time design issue. sEditor transits from one sign sequence 808

to another one with the use of interpolation (inserting “mid- 809

signs” based on the two adjacent signs) without consideration 810

of the syntactical rules. 811
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