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ABSTRACT
Communication and situational awareness, among other “human
factors,” are critical skills needed within high-reliability organiza-
tions (HROs). HROs are challenged to develop an effective meth-
odology for the systematic assessment of these skills. Virtual
reality (VR) simulation technology offers a promising approach
to meet this challenge. By utilizing a verbal coding procedure in
tandem with eye-tracking metrics, we conducted a technical fea-
sibility study to assess the impact of an interprofessional training
(TeamSTEPPS®) on communication accuracy and observing
responses among medical and nursing students in a virtual simu-
lation. The results suggest that communication accuracy signifi-
cantly improved as a result of TeamSTEPPS® training. These
findings and changes in situational awareness among individuals
are discussed.
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The science of human behavior relies on empirical research to further our
understanding, prediction, and influence of behavioral phenomena. The use
of analog environments for research often results in more experimental
control than natural environments. The role of simulations is therefore
increasingly relevant. A review of simulation-based, empirical research pub-
lished in behavior analytic journals (Ward & Houmanfar, 2011) identified 46
studies (avg. 2 per year) between 1987–2010. We extended this review,
identifying additional 49 simulation-based studies in behavior analytic jour-
nals (avg. 7 per year) between 2011–2018. Despite the steadily increasing rate
of simulation-based studies within behavior science, none to date have used
virtual reality (VR). VR provides an immersive audio/visual experience
within a virtually simulated environment. This technology has steadily gained
popularity for gaming applications; in research applications, simulations are
entirely under the control of the programmer/experimenter. Advances in VR

CONTACT Steven J. Anbro stevenanbro@nevada.unr.edu University of Nevada, Mail Stop 0296, Reno, NV 89557

JOURNAL OF ORGANIZATIONAL BEHAVIOR MANAGEMENT
2020, VOL. 40, NOS. 1–2, 129–139
https://doi.org/10.1080/01608061.2020.1746474

© 2020 Taylor & Francis

https://crossmark.crossref.org/dialog/?doi=10.1080/01608061.2020.1746474&domain=pdf&date_stamp=2020-06-10


include the addition of eye-tracking sensors within VR headsets, allowing
data collection that was heretofore impossible. VR with eye-tracking allows
researchers to record objective measures conceptually linked to behavioral
phenomena that lack empirical measurement.

Situational awareness is one such phenomenon, comprised of many indi-
vidual responses which “attempt to explain human behavior in operating
complex systems” (Endsley, 1995a, p. 32). Situational awareness is a critical
skill within high-reliability organizations (HROs): organizations whose
employees conduct highly technical operations in working conditions with
varying levels of risk (Alavosius, Houmanfar, Anbro, Burleigh, & Hebein,
2017). The predominant conceptual model of situational awareness (Endsley,
1995a, 1995b) depicts three “levels” of awareness that build upon one
another: Level 1) perception of elements in the current situation, Level 2)
comprehension of the current situation, and Level 3) projection of future
status. Killingsworth, Miller, and Alavosius (2016) reinterpreted Endsley’s
model from a behavioral perspective. To summarize: Level 1 is conceptua-
lized as stimulus control, conditional discriminations, and observing
responses; Level 2 is conceptualized as tacting stimuli functions/features
and the interlocked behavioral chains that follow; Level 3 is conceptualized
as predicting responses and performance generalization across contexts. To
date, methods for assessing situational awareness rely primarily on subjective
measures. However, through advances in VR technology, researchers may
begin studying this phenomenon more objectively, with high precision and
reliability.

Behavioral measurement and assessment of communication accuracy has
a richer history and methodology to draw from. Bijou, Chao, and Ghezzi
(1988) introduced a referential verbal coding system that was later used by
Johnson, Houmanfar, and Smith (2010) to assess measures of productivity
and customer service. This procedure involved the transcription of audio/
video recordings, development of operationally defined coding categories,
and scoring of the transcribed segments with respect to the correctly identi-
fied coding category. Smith, Houmanfar, and Denny (2012) refined this
method, allowing researchers to quantify communicative statements
exchanged between pairs for enhanced measurement: frequencies of correct
responding and the duration of verbal interactions. Most recently, Maraccini,
Houmanfar, Kemmelmeier, Piasecki, and Slonim (2018) used this refined
method to assess communication accuracy among medical/nursing student
pairs during simulated patient handoffs. Continued use of this assessment
method is warranted, as it provides an objective assessment of communica-
tion accuracy in team settings.

A current “gold standard” training within the medical industry, designed to
improve both situational awareness and communication accuracy, is
TeamSTEPPS® (AHRQ, 2008; Epps & Levin, 2015; King et al., 2008; Maraccini
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et al., 2018; Sheppard, Williams, & Klein, 2013). TeamSTEPPS® was developed in
response to the high rate ofmedical errors leading to “sentinel events”: unintended
patient death or non-fatal complications resulting from medical intervention
(Maraccini et al., 2018). The prevalence of death within the United States due to
medical error (Makary & Daniel, 2016) emphasizes the need for a remedy. While
TeamSTEPPS® has yielded promising outcome improvements among medical
teams (e.g., Sawyer, Laubach, Hudak, Yamamura, & Pocrnich, 2013; Turner,
2012), objective assessment of both situational awareness and communication
accuracy is absent. VR may help mitigate this limitation. Therefore, the purpose
of the current studywas to assess the impact of an interprofessional TeamSTEPPS®
training on communication accuracy and observing responses amongmedical and
nursing students in a virtual simulation.

Method

Design, participants, & setting

A pre/post comparative design was used to evaluate changes in communica-
tion accuracy during an emergency medical simulation as a function of an
interprofessional TeamSTEPPS® training. The study was conducted on
a medical school campus, using five standard patient rooms (equipped as
fully functioning clinician offices) to run simultaneous VR simulations. One
hundred five students (49 third-year medical students and 56 third-year
nursing students; 63 females, 42 males) participated in this study. Student
participation was built into curriculum requirements by the medical and
nursing schools involved in this study. A pre-training VR simulation was
followed by an interprofessional TeamSTEPPS® training workshop in a large
lecture hall. Approximately 1 week after training, students completed a post-
training VR simulation.

Materials

Five HTC Vive VR headsets were used, one of which was equipped with
integrated Tobii eye-tracking sensors. The integration of the Tobii eye-
tracking hardware is comprised of one eye-tracking sensor per eye built
into the HTC Vive headset. These sensors operate using the binocular dark
pupil tracking technique (Tobii Pro, n.d.) to detect absolute pupil size, pupil
position, gaze direction, gaze origin, and time for each eye fixation. There is
an automated 5-point calibration procedure that is conducted to ensure
accuracy prior to each participant’s use of the eye-tracking hardware,
which takes approximately 1–2 min on average.

A 5 min., 42 sec. VR simulation was filmed using a 360° video camera
prior to the onset of the study. In this simulation, a life-sized mannequin
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(SimMom) served as a simulated patient; a SimMom is a medical training
device that is capable of fully simulating birth and various complications that
researchers control, such as an eclamptic seizure (used in the current simula-
tion). The SimMom’s actions, vital readouts, and verbal responses were
managed from a control room outside the simulated patient room where
filming occurred. An experienced medical technician performed the role of
a nurse in the simulation. The role of the physician in the simulation was
performed by an experienced OB/GYN medical doctor. The script used
during filming was crafted by a second experienced OB/GYN medical doctor,
ensuring the adherence to current standards of medical practice for patients
experiencing an eclamptic seizure.

Procedure

Pre/post-training medical simulation
Participants entered a simulated patient room and were fitted with an HTC
Vive VR headset. Five standard patient rooms were used simultaneously.
Research assistants visually calibrated the HTC Vive headsets for each parti-
cipant, before providing verbal instructions. Participants were told to say
“start” aloud when they saw a visual prompt in the headset, beginning the
simulation. They were also told to respond aloud to the simulation if and
when they see fit. In the simulation itself, students saw a physician and nurse
interact with the SimMom (see Figure 1) for 3 min and 27 s, gathering intake

Figure 1. Sample still image from the virtual simulation used in the current study. In this
simulation, a nurse (left: Alicia Fong; University of Nevada, Reno School of Medicine) and
physician (right: Dr. Earle Oki; Renown Health) treat a simulated patient (center; “SimMom” full-
body birthing simulator) who is experiencing an eclamptic seizure. The observer (participant) is
asked by the nurse to provide verbal checkbacks as treatment progresses.
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information, and measuring vital signs. At this point in the simulation, the
SimMom was programmed to have an eclamptic seizure. The onset of the
eclamptic seizure began the crisis event (i.e., the medical emergency) segment
of the simulation, which lasted 2 min and 5 s. At the onset of the crisis event,
the simulated nurse addressed the medical or nursing student participant
viewing the simulation by looking and speaking directly into the camera, and
asking the student participant to serve as a recorder of the event by providing
verbal checkbacks (i.e., verbal confirmation of procedural steps). Students
could verbally respond at any point during the simulation; verbal responses
were measured and assessed for accuracy during 10 predetermined “verbal
checkback opportunities.” Table 1 shows a timeline of simulation events and
predetermined verbal checkback opportunities.

Participants in one of the five simulated patient rooms (N = 22) used an
HTC Vive headset equipped with eye-tracking sensors as described above;
only one of the five HTC Vive headsets was equipped with eye-tracking
sensors due to limited availability of hardware at the time of this study.
Participants assigned to the eye-tracking headset were chosen at random
from the full 105 participants, using a random number generator. The eye-
tracking calibration process was initiated within the headset’s display, follow-
ing visual calibration by research assistants. The headset provided visual
prompts: a series of dots that participants were instructed to look at. This
calibration process within the headset allowed the eye-tracking sensors to
accurately capture metrics of participants’ eye gazes within primary areas of
interest (AOIs) during the simulation. AOIs were predetermined to be critical
visual elements of the simulation that participants would need to attend to –
namely, the physician and the nurse (the speakers), during the crisis event.

Interprofessional training
The Chief Nursing Officer of a large local hospital and the Assistant Program
Director for a local medical school conducted an interprofessional training
session for the medical and nursing student participants. This training
included material from the full TeamSTEPPS® curriculum (see AHRQ,
2012), condensed into a 3-h workshop. The workshop included lectures
over the patient safety movement and TeamSTEPPS® model/core skills.
A discussion of techniques for improving situational awareness and commu-
nication accuracy was followed by brief practice sessions. These practice
sessions tasked participants with constructing some end-product (e.g., the
tallest house of cards possible, a specific Mr. Potato Head configuration)
using decreasingly restrictive communication. Three rounds of practice ses-
sions included certain communication rules: 1) no talking; 2) only an
appointed team leader may talk; 3) all team members may talk.
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Dependent variables

The primary dependent measure was communication accuracy. All partici-
pants were audio/video recorded during their observations of the medical
simulation. Video recordings were then transcribed and each of the 10
predetermined opportunities for verbal checkbacks was assessed for accuracy,
using the specific accuracy criteria shown in Table 1. “Correct” responses
were those which met all accuracy criteria; to be considered “correct,” verbal
responses also had to begin within 2 seconds of the most recent statement
made by the physician/nurse. “Erred” responses were those in which at least
one of the listed accuracy criteria contained incorrect information. “Missing”
responses were those in which a) multiple accuracy criteria are present, and
b) at least one of those criteria was absent from the verbal response.
“Omitted” responses were recorded if a participant did not say anything
during a verbal checkback opportunity.

Hollowell and Lansing (2004) describe the need for temporal accuracy
when measuring eye-tracking during fast processes (e.g., a medical crisis).
Crosswell, Porter, and Sanders (2018) emphasized the utility of eye-tracking
metrics such as eye fixation duration, which was chosen as a secondary
dependent measure for those participants using the eye-tracking enabled
HTC Vive (N = 22). Eye-tracking data were automatically collected via the
Tobii eye-tracking sensors integrated within the HTC Vive headset. Eye-
tracking sensors captured eye fixations where a participant’s pupils were
directed at one of the AOIs for at least 250 ms (0.25 s). Raw eye fixation
data from the crisis event segment of the simulation were analyzed using
Tobii software to determine fixation duration (inspireUX, 2010) of eye
fixations on the physician and nurse AOIs.

Results and discussion

Figure 2 shows a stacked bar graph of all 105 participants’ coded verbal
responses, during both pretest and posttest, at each of the 10 verbal check-
back opportunities. Verbal responses shown in this graph have been
grouped into “correct” responses (black bar segments) and “erred/missing/
omitted” responses (white bar segments). At each checkback opportunity,
the number of participants emitting correct verbal responses increased from
pretest to posttest. Trial-by-trial inter-observer agreement was calculated for
33% of both pretest and posttest sessions. Pretest sessions yielded 92%
agreement (range, 80–100%) and posttest sessions yielded 91% agreement
(range, 70–100%). A paired-samples t-test was conducted to compare com-
munication accuracy before and after training. There was a significant
difference between pretest (M = 1.72, SD = 2.49) and posttest (M = 4.14,
SD = 3.11) conditions; t = 8.2734, p < .0001. While the number of students
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emitting correct verbal responses increased, it should also be noted that
there was substantial room for improvement. Out of 10 checkback oppor-
tunities, only two in posttest (#5 & 7) resulted in over 50% of participants
responding correctly. Clinically, these results are lacking. Medical and nur-
sing students would no doubt benefit from ongoing training of standard
communication techniques, practice opportunities in various simulations,
and repeated assessment of communication accuracy – individually and in
groups.

Figure 3 shows a scatterplot of those 22 participants who used the HTC Vive
headset with embedded eye-tracking. The x-axis shows the change in eye
fixation duration on the speaker as they are speaking, from pretest to posttest.
Data points on the right of the scatterplot indicate those participants looked at
the speaker for a longer duration in posttest than pretest. Data points on the left
indicate a decrease in time spent looking at the speaker. The y-axis shows the
change in each participant's number of correct verbal responses from pretest to
posttest. Data points above 0 indicate those participants who emitted more
correct responses in posttest than in pretest; data points below 0 indicate those
participants who emitted fewer correct responses in posttest than in pretest.
Seventeen participants increased their frequency of correct verbal responses in
posttest: 5 looked at the speaker longer, 11 looked at the environment longer, 1
did not change. Four participants did not increase their frequency of correct
verbal responses in posttest: 2 looked at the speaker longer, 2 looked at the

Figure 2. Participants’ coded verbal responses across 10 verbal checkback opportunities in
pretest & posttest. Black bars indicate the number of participant responses meeting “correct”
criteria, white bars indicate the number of participant responses meeting “erred,” “missed,” or
“omitted” criteria. Pretest to posttest differences of correct responses are shown above the
posttest bars.
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environment longer. One participant decreased their frequency of correct verbal
responses in posttest, while looking at the speaker longer. These patterns provide
insight into the measurement and assessment of situational awareness in virtual
simulations: there is no one “right” way to be situationally aware. Some indivi-
duals increased their awareness of events, as measured by communication
accuracy, by looking at speakers longer than the environment. Others increased
their awareness by looking at the environment to which the speaker is referring,
longer than at the speakers themselves. Individual histories likely bear influence
on which method is most effective.

The results of this study provide a preliminary basis for assessing communica-
tion accuracy and situational awareness during simulated events. Many technical
factors likely influenced these results. The variation among these factors was not
assessed in the present study; therefore, we consider these limitations which future
research should assess: past VR experience among participants, frequency of
participant exposure to simulations, duration of simulations, amount of required
participant interaction, variation of simulation scenarios used, and number of
participants within each simulation. Furthermore, the effects of the full
TeamSTEPPS® didactic training on performance can be assessed. Future research
can further utilize VR by creating and programming fully interactive virtual
environments. An interactive virtual environment would allow participants to
pick up and manipulate objects, communicate directly with one another in the
same simulation, and interact directly with a simulated virtual patient. Such
a virtual environment could expand the analysis from a single individual to that
of a group. Findings from such studies would demonstrate even greater external
validity, as most operations within HROs occur in groups.

Figure 3. Scatterplot showing pretest to posttest changes in 1) participant communication
accuracy and 2) participant eye fixation duration on speakers while they are speaking.
Descriptions are provided in italics for each quadrant.
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The future of high-precision measurement and assessment of behavior is
conceivably tied to VR. VR simulations allow for a high degree of experi-
mental control heretofore unachievable in other simulated scenarios, greater
measurement precision of difficult-to-measure responses, greater variety and
customization potential of scenarios used, and the emerging ability of simu-
lations to support multiple users at once. As VR technology grows in cap-
ability and costs to produce this technology continue to decrease, it has the
potential to transition from specialized uses to everyday applications for
behavior analysts – from simulating basic lab research for behavior analytic
students, to assessment and training applications with individual clients.
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