Introduction - Wheel of Reincarnation
·   Is where a function in a computing system family is migrated out to special-purpose hardware for speed, then the peripheral evolves toward more computing power as it does its job and somebody notices that it is inefficient to support 2 asymmetrical processors in the architecture and folds the function back into the main CPU at which point the cycle begins again.
· There are a couple of reasons this seemingly won’t happen in the case of the GPU; First it has a Moore’s Law of 6 months where the CPU has a Moore’s Law of 18 months and also because the GPU is solely driven by PC gamers who are performance insatiable.  The market will continue to accommodate these consumers mainly because it is a multi-billion $ market.
“Computer Graphics” Milestones – Whirlwind

·   There are many hardware and software contributions to Computer Science and Computer Graphics specifically, but the most significant are covered here.

·   The whirlwind project was to create a “programmable” flight simulator capable of being programmed to provide training for Navy pilots on any aircraft without having to customize a new computer for every aircraft type.

Significance:

Was the first computer specifically built for interactive, real-time control which displayed real-time text and graphics on a video terminal.

“Computer Graphics” Milestones – Core Memory (RAM)

·   Memory at the time of Whirlwind was not fast enough to allow Whirlwind to approach real-time computing.

·   A new memory called Core Memory used a matrix of wires with donut shaped ferrite ceramic magnets (core) at each junction to produce random access memory using a row and column addressing scheme.

Significance:

Miniaturization, speed, and non-volatility
“Computer Graphics” Milestones – SAGE

·   The Air Force saw the potential of Whirlwind and increased funding to MIT to create an aircraft tracking and identification system that took data from ground, air, and seaborne radars and displayed onto cathode ray tube displays.
·   SAGE was a much improved Whirlwind and with the several advancements, it really started to bring in the age of human-computing interaction.

Significance:

Introduced real-time software, showed feasibility of CRTs in interactive computing, and the light-pen as an input device.

“Computer Graphics” Milestones –MIT’s TX-0

·   With the advent of transistors the SAGE project incorporated over 13,000 transistors while still using 5000 vacuum tubes.

·   The TX-0 was completely transistorized

·   Since the TX-0 originated from the same laboratory and from the same designers as the Whirlwind project, it is no wonder that the TX-0 was essentially a transistorized Whirlwind.

·   While Whirlwind filled an entire floor of a large building, TX-0 fit in a room and was somewhat faster.

Significance:

First real-time, programmable, general-purpose computer made entirely of transistors and first ever operating system.

“Computer Graphics” Milestones – MIT’s TX-2
·   TX-2 was a much bigger version of the TX-0 and was specifically built for advanced graphics display research
·   It had many input/output devices and I/O system improvements that helped spur the advancement of human-computing interaction.

·   While the TX-0 had 3,600 transistors

·   The TX-2 had 22,000 transistors

Significance:

Specialized I/O circuitry allowed for “online” computing which allowed for the creation of Sutherland’s “Sketchpad”

“Computer Graphics” Milestones – Sutherland’s Sketchpad

·   TX-2 had a number of I/O devices available to the user, most importantly to Ivan Sutherland was the CRT display and the light-pen
·   In Ivan Sutherland’s Ph.D. dissertation he demonstrated a powerful graphical interface specifically written for the TX-2 that not only displayed graphical objects, but allowed the operator to draw and manage points, line segments, and arcs on the CRT using the light-pen.

·   The drawings were not merely pictures, but computer data that was manipulated by the operator graphically

·   The operator could create object relationships using various primitives and could build complex drawings by combining various elements.

·   Sketchpad very importantly freed the operator from having to program the computer with instructions to perform.  Everything was done via the light-pen and CRT.

Significance:

Precursor of the direct manipulation computer graphic interface of today.  Ancestor of Computer Aided Design (CAD) and the modern graphical user interface.

“Computer Graphics” Milestones – DEC and the Mini

DEC was a company started by one of the original designers of the TX-0 and TX-2 computers Ken Olsen of MIT
·   DECs 1st system was the PDP-1 which was   the commercial manifestation of the 

    TX-0/TX-2 projects.

·   DEC had several very successful architectures:

· PDP-8 – First computer regularly purchased by end users as an alternative to using a larger system in a data center.  Small enough to fit on a cart.  Regarded as the first minicomputer.

· Arguably one of their best systems was the 16 bit PDP-11 – All told the PDP-11 had over 23 different OSs and 10 different programming languages.

· The32 bit VAX Supermini – would go on to be the workhorse for the CAD industry of the 80’s.

·   Believe DEC to be the true primordial entity behind much of what we know today as modern computing.

· Known for state-of-the-art hardware architectures

· 1st versions of C and UNIX ran on PDPs

· OSs like VMS and others

· DECnet protocols formed 1st peer-to-peer networking standards which were the pre-Internet networks

· Championed Ethernet and their Ethernet controllers were THE de-facto standard equipment.

· Clustering was invented by DEC

· VT100 Terminals
· Primary sponsor for Xwindows

· Etc., etc.

Significance:

Drastic shift away from the mainframe “time-sharing” model of computing.  The VAX supermini would become the workhorse for the CAD industry.

“Computer Graphics” Milestones – Computer Aided Design

·   Expanded the Sketchpad concept into 3D.

·   DAC-1 by General Motors was one of the 1st CAD/CAM systems.

·   Another system named IDIIOM made CAD more affordable by implementing their system with a smaller, cheaper minicomputer instead of using an expensive mainframe.

·   IDIIOM also included its own CAD software which meant companies didn’t have the added expense of designing and programming their own CAD software to utilize the system.

Significance:

Furthered the concept of Sketchpad by allowing the creation, rotation, and manipulation of 3D models.

“Computer Graphics” Milestones – The PC Revolution

·   With the advent of the Integrated Circuit, the microprocessor was able to take the circuitry from the control unit and arithmetic and logic operations, referred to as an arithmetic logic unit (ALU), and combine them onto a single chip reducing size, cost, and temperature.
·   Intel created the first microprocessor the 4004.

·   It consisted of 2300 transistors.

·   It was originally designed for a calculator, but was more powerful than the room-sized ENIAC all in a single chip 1/8” wide by 1/6” long.

·   Microprocessors made computers small, powerful, and affordable to consumers.

Significance:

Allowed the computing power of the early mainframes and minicomputers to be available to consumers in a very affordable, small footprint.

“Computer Graphics” Milestones – Altair 8800

·   Is considered the first personal computer using the criteria of being digital, includes a microprocessor, user-programmable, commercially manufactured, small enough to be moved by the average person, inexpensive enough to be affordable by the average professional, simple enough to be used without special training.

·   Now that powerful computers were available to consumers, the flood gates were open for companies to innovate new products for man-machine interaction with computer graphics being at the top.
Modern GPU – GPU
·  This brings us to the modern Graphical Processing Unit (GPU)

·   The early 80’s is generally credited with being the roots of the modern era of “Computer Graphics”.

·   SGI – Silicon Graphics began making graphics display terminals to be connected to DEC VAX computers based on the founder’s work with geometry pipelines or geometry engines, which is the transformation of 3-Dimensional object coordinates to 2-Dimensional window coordinates.

·   They then moved to making very high-end, stand-alone graphics workstations.

·   Because of the explosion of inexpensive and powerful GPUs, SGI has had a tough time competing with cheaper alternatives.

Modern GPU – PGA

·  The professional graphics adapter (PGA) from IBM was the first processor based video card.
·  The PGA card included an Intel 8088 microprocessor onboard with 320kb of its own memory.
·  The original PGA card was a 3 board sandwich that took up 3 slots on the motherboard, cost over $4000, and required a special monitor.
·  The card shown here is a single board card that has an Intel 80286 microprocessor with 512kb and only takes up 1 slot.
·  The PGA card freed up the main system CPU from having to perform any video processing since it took over all video related tasks.
·  The PGA card was an important step in the evolution of the GPU since it furthered the paradigm of having a separate processor perform the computations of the graphics computing system family.
Modern GPU – SGI

SGI’s two most important contributions to the modern GPU are:

·   Industry Standard OpenGL which is a graphics toolbox for developers that is hardware and software independent that presents the programmer with geometric primitives such as points, lines, polygons, images, and bitmaps and provides a set of commands that allow the specification of geometric objects and controls how these objects are rendered.

·   Graphics Pipeline

Modern GPU – nVIDIA Pipeline Example

·   There are many complex and some very simple representations of the 3D Graphics Pipeline, although the concept is essentially the same it is just how detailed the representation is.

·   This is an example of a pipeline from nVIDIA.

·   Transform – Maps triangles from a 3-Dimensional coordinate system to a 2-Dimensional coordinate system by performing a series of transformations.
      Lighting – Lighting is calculated at each

    vertex based on its position in the 3D world,

 number of lighting sources and material


 properties.


   Triangle Setup – Computes the rate of


 change of RGB color values between the


 vertices of each triangle so that the triangles


 can be filled with the proper coloring in

     rendering stage.


   Rendering – Creates a 2-Dimensional

   bitmap , pixel-by-pixel representation of the

   3-Dimensional scene.
Modern GPU – Generalized 2-step Graphics Pipeline
·   Geometry Stage – Mostly floating point intensive involving linear algebra like matrix multiplication and dot products.
·   Rendering Stage – Mostly integer arithmetic such as additions and comparisons.
Modern GPU – GPU Timeline

·   The Graphical Processing Unit (GPU) is a processor that implements the entire 3D graphics pipeline in hardware and since nVIDIA is credited with the 1st GPU and the actual acronym GPU, it is only fitting that I briefly show the GPU timeline.

·   Since rendering is as simple as drawing lines with the right color pixels, this is where designers first focused their attention.

·   The rendering engine is fed starting and ending points of lines that make up the triangles that make up the graphics object.

·   The next step in the progression took on the triangle setup stage.  When the triangle setup stage was implemented in software, if a triangle was 1000 rows high, the main CPU had to compute and transfer 1000 different sets of starting and ending points to the graphics board for rendering.  Since this is very repetitive work the CPU was a bottleneck in the graphics pipeline.

·   When the triangle setup stage is implemented in hardware, only one set of coordinates for a single triangle needed to be transferred to the graphics hardware and then the graphics processor figured out the starting and ending points for all of the rows.
·   This freed up the CPU to be able to spend more time on the geometry stage and application calculations, which also allowed the CPU to output more triangles.

·   At that point, CPUs were outputting more triangles than the graphics processors could handle.  This led the hardware designers to use the concepts of pipelining & parallelism.

·   GPUs, like CPUs, do an amount of work on data every clock cycle.  The whole process for drawing a single pixel took many clock cycles.

· Pipelining is analogous to an assembly line.  A job contains many tasks, each performed sequentially – same work performed at each step instead of processing a set of instructions one pixel at a time.  Each task is performed on pixel data and sent to the next task.  So even though it takes several clock cycles to process a single pixel, there are many pixels in the pipeline at one time each being processed along the way.  So with pipelining there will be on pixel rendered per clock cycle and now the clock cycles could just be doubled effectively doubling output of pixels per cycle.

· Even with this increase in pixel rendering, faster CPUs were still outputting more triangles than the graphics hardware could handle.  By adding a second pipeline running in parallel to the first, the graphics hardware could render 2 pixels per clock cycle instead of 1.  Current GPUs have 16 parallel pipelines.

·   At this point in the evolution, the graphics pipeline bottleneck was again the CPU.
·   T & L were the last steps to be taken on by the graphics hardware.

·   T & L are the most difficult stage of the graphics pipeline because they are very math intensive.

Modern GPU – Transform Matrix Multiplication

Geometry calculations that define T&L are accomplished by a special matrix multiplication known as a Transform Matrix, which is a 4x4 matrix
·   Transform Matrix

·   Interim Action Matrix

·   Original Vector – 3D vertex of each triangle.

·   Transformed Vector – The new 3D vertex of each triangle with all actions performed.

Modern GPU – Fixed Function Pipeline

·   As of 1999 the entire 3D graphics pipeline was implemented in its entirety on a single die, similar to the computer’s main CPU.

·   The modern GPU will process graphics pipeline data 2 to 4 times faster than the fastest CPU with the added bonus of not having to transfer graphics data back and forth between the GPU and CPU.

·   The CPU sends graphics data to the GPU and it is processed from start to finish of the pipeline and the results are sent directly to the viewing screen.

·   The 1st graphics pipeline implemented in the GPU were termed fixed function because once the vertex data was in the pipeline, the programmer could not modify it and the exact functionality was determined by what standard the GPU supported, OpenGL or Direct3D.

·   As OpenGL and Direct3D standards changed, fixed-function GPUs wouldn’t be able to take advantage of the new features so you would have to buy a new GPU.

Modern GPU – Programmable pipeline

·   Allows the developer to write programs to replace portions of the pipeline to fully control the data.
·   These programs run entirely on the GPU.

·   They are written in low-level shading languages similar to an assembly language for a CPU and are specific to the GPU.

·   Just like in the case of CPUs, high-level programming languages have emerged so programs are less dependent on hardware and easier to write.
·   Important, in that these high-level languages have allowed the GPU to be used for non-graphical computation.

Modern GPU – Von Neumann Architecture

·   The classic model of computing has created what is known as the Von Neumann Bottleneck.

·   This occurs in the separation of CPU and main memory.

·   There have been many ideas to try to help alleviate this bottleneck with caches being one of the most important.
·   The modern CPU has over 60% of its real estate devoted to cache circuitry.

·   Computing with larger datasets, the CPU is not very efficient since the CPU is idle waiting for its cache and memory since larger datasets are generally larger than the CPU’s cache.
·   Luckily, since graphics is all about large datasets, the GPU does not follow this computing model.

Modern GPU – The Stream Processing Model

·   GPUs follow the Stream Processing Model

·   Kernels take a stream as input and produce a stream as output.

·   In contrast to the CPU’s model of computing, streams generally have all data necessary for processing by the kernels so there is very little cache and memory accesses.

·   About 90% of the data movement is kept local to streams and kernels.  About 9% of the time access occurs to the stream register file, which for a GPU or Stream Processor is the same as a CPUs cache and there is about 1% access to off chip memory or main system memory.

Modern GPU – 3 Levels of Parallelism Exposed by the Stream Processing Model

·   The Parallelism exposed by the Stream Processing Model helps make the GPU so computationally fast.

·   With Instruction-Level Parallelism a kernel may well perform thousands of independent instructions on every element of a stream.

·   Data-Level – Since the same instructions are performed on each element, data level parallelism is instruction execution on multiple stream elements simultaneously.
·   Task-Level –

Modern GPU – Memory Access is Expensive $$
·   With caches, you still have the actual step of acquiring the data from cache and although it is MUCH less expensive than going to memory, there is still a performance hit especially if the CPU is doing computation on datasets that are larger then the cache which is generally the case with scientific computing.

·   With the GPU and the stream processing model, this is minimized since generally everything is included in a stream which is consumed by a kernel which outputs a resultant stream to be consumed by the next kernel.  

·  Stream Processors are proficient at minimizing the memory-to-arithmetic operations ratio.
·  Scalar Processors, referred to in the slide, are actually scalar “type” processors which include superscalar.  Examples would be from both CISC and RISC architectures i.e. x86, 68000 series as well as microsparc and ultrasparc II and others.
·  The Stream model exploits parallelism without the complexity of traditional parallel programming.
GPGPU Computing – Stanford’s Imagine – Block Diagram
Here is an actual block diagram of a stream processor from Stanford named Imagine.  I wanted to briefly show the processor block diagram and talk a little about the bandwidth hierarchy.

·   This stream processor has 8 ALU clusters.

·   Each cluster contains 6 ALUs for a total of 48 ALUs.
·   Stream Register File is like the cache on a CPU.

·   This processor reaches a peak computation rate of 16.2 GFLOPS – Giga Floating Point Operations per Second.  

·   GFLOPS is an industry wide measurement of computation rate of processors.

GPGPU Computing – Stanford’s Imagine – Bandwidth Hierarchy

·   Processing of streams by kernels is all done inside of these clusters.

·   Since 90% of the data movement is kept inside the clusters, with 435 GB/s bandwidth there is no question why stream computing is much faster than traditional CPU computing.

·   For the 9% of the time the clusters go out to the on-chip memory 25.6 GB/s is not so bad.

·   Comparatively speaking at 2.1 GB/s you are severely punished for going to the main system memory, but luckily it only occurs about 1% of the time.
GPGPU Computing – Matrix-Matrix Multiplication – A Test Case

·   Linear systems can be found throughout mathematics and engineering.

·   It is a good indicator of performance for scientific computing.

·  For this paper I did a test of matrix-matrix multiplication on the GPU and compared the results with the same test on a CPU.

·  There are many newer video cards in the 5000 series; 5500, 5600, 5700, 5800, 5900 and the newest GeForce 6 series.

·  Chose the PIII 750mhz to more closely match the performance of the FX5200 video card since the theoretical peak of the PIII 750 is 3 GFLOPS and the theoretical peak of the FX5200 is 4 GFLOPS.

GPGPU Computing – Matrix-Matrix Multiplication – Results Chart

·  The test was performed by multiplying square matrices starting at 32x32 all the way up to 1344x1344 on both the CPU and the GPU.

·  I chose these sizes since they matched up between the 2 environments to keep it fair.
·  The performance curve of the GPU was rather smooth because throughout the tests it was constantly accessing main memory since the GPU memory was always full.
·  The dips in the CPU performance curve occurred when the CPUs cache filled up and it had to access main memory.

GPGPU Computing – Similar Results

·   There is a similar, but much more thorough study done with the most current GPUs from both nVIDIA and ATI that showed similar results.

·   Highest efficiencies achieved by nVIDIA and ATI were 17% and 19% respectively.
·   Graphics computation has very little reuse of data.  Matrix-Matrix multiplication requires quite a bit of data reuse and accumulation.  It is no wonder the CPU is more efficient at this type of computation since 60% if its die size is for cache circuitry.
·   This graph in fact shows the newest GPUs by nVIDIA and ATI outperform the 3GHz Pentium 4, which is amazing since they do so while being so inefficient.
Future of the GPU – Potential Improvements

·   Algorithms geared towards the special stream like architecture of the GPU.

· Example:  requiring problem solving from the aspect of parallel dataflow on streams instead of restating problems to fit new GPUs.
·   Languages & Compilers – Stanford already has a project named BrookGPU that is a general-purpose language, compiler & run-time environment that allows developers the ability to implement general-purpose programming on GPUs.
·   Memory – This is the area that could make the most drastic improvements right now and with very little effort.
· Adding larger and faster card memories.
· Adding larger and faster data-pipes to connect them.
  Not only to the GPU and video card, but 

  also between the video card and main

  system.

The current standard for interfacing the video card with the main system is AGP which allows 2.1 GB/s.

A newer standard has just come out called PCIExpress which allows 4 GB/s and this standard already has plans of increasing the bandwidth.
Future of the GPU – GPU Clusters

·   By using the new PCI Express format (4 Gb/s) instead of the older AGP 3.0 format (2.1 Gb/s) nVIDIA has created a 2 GPU cluster using their new SLI technology.
·   Just a matter of time before this technology is expanded or gives way to the ability to simply chain commodity GPUs to create multi-node clusters in your home PC.
Future of the GPU – Stony Brook 32-Node Cluster

·   32 Node GPU cluster using GeForce FX 5800 Ultra video cards connected via a gigabit Ethernet switch.

·   This implementation has realized a 512 GFLOP increase over a similar 32 node CPU cluster they have all for an additional $12,768.

·   They have used this cluster to simulate the transport of airborne contaminants in the Times Square area of New York City.
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