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Abstract 

     The primary objective of the Brain Computation lab at University of Nevada, Reno is 

to discover principles and develop models of social intelligence in an artificial agent, with 

biology as basis. To help with this aim, a complex and relatively biologically realistic 

spiking neural network simulator was developed. This is the NeoCortical Simulator 

version 5 (NCS 5) which is capable of efficiently simulating large neural networks (more 

than 10,000 cells and 1,000,000 synapses) using a parallel cluster. The work done in this 

thesis develops neural network models which exhibit the principle of background activity 

present in a live biological brain using NCS. The principle of Recurrent Asynchronous 

Irregular Network (RAIN) might provide a basis for developing more advanced human 

aspects of memory, learning, consciousness, and pattern recognition and various other 

application fields. Furthermore, benchmarks were done to test neural networks used in a 

Virtual Social Robot (VSR) loop. Results of these benchmarks showed capabilities of our 

cluster and current software which would prove vital for future upgrades and design of 

neural network models using NCS. 
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Chapter 1 

Introduction 

     The Nervous system of a living organism is by far the most complex system. This is 

very true in case of mammals and especially humans. Even today, we are in the process 

of understanding the detailed anatomy of the Human Nervous system and are far from 

completion. But the real major challenge is to learn how it actually functions. The Brain 

is the core of a Nervous system with more than 100 billion neurons in an adult human 

[63, 71] and about 10 to 50 times more glial cells [6]. There have been a lot of 

discoveries and breakthroughs in this regard, yet we still know so little about the 

functioning of this magnificent organ. 

     The term Artificial Intelligence (AI) was coined in 1956 by John McCarthy [25, 62]. 

Artificial Intelligence is the study and design of intelligent agents, where an intelligent 

agent is a system that perceives its environment and takes actions which maximizes its 

chances of success [59]. But after a few decades more and more people are realizing that 

AI has a lot of limitations and we possibly cannot hope to create a truly human-like 

intelligent agent anytime soon in the future. 

     As an alternative to AI, there has been a biological modeling approach to this 

problem. In this approach, the biological nervous system is simulated with the help of 

computers and simulator software to produce biologically realistic spiking neural network 

simulations. NEURON [13] and GENESIS (The GEneral NEural SImulation System) [9, 

22] are among the first simulation environments. They offer single neuron and small 
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realistic neuron network and synapses simulation abilities. The Brain Computation Lab at 

the University of Nevada, Reno, under the direction of Dr. Philip Goodman, undertook a 

project for designing relatively realistic biological neural networks which would allow 

simulation of large networks (more than 10,000 cells or neurons and 1,000,000 synapses) 

quite efficiently [10]. The result was a simulator program called NCS (NeoCortical 

Simulator) [12]. 

     This thesis researches the principle of simulation of background activity in a 

biological brain using NCS version 5 (NCS 5). In addition, a series of benchmark tests 

were performed to evaluate the performance of NCS 5 (the latest version of NeoCortical 

Simulator) on our cluster [7]. A series of other benchmarks, based on the benchmarks in 

this thesis, have been planned for other hardware systems. 

     The rest of this thesis is structured as follows. In Chapter 2, we review some basic 

biological concepts in brief. They are necessary to understand NCS 5 neural models 

written in “input” (*.in) files. Then we will review NCS itself by taking a look at its 

history, structure of the input file, usage, and applications. We will then take a brief look 

at neural modeling. And finally we’ll have our first look at the concept of Recurrent 

Asynchronous Irregular Network (RAIN). Chapter 3 explains how RAIN is actually 

created, from initial neural model to its evolved version conducive for RAIN activity. In 

Chapter 4, we will take a look at benchmark tests done for NCS 5 and Brainstem [58]. 

System setup, Procedure and Tests Design are explained. Results are discussed in 

Chapter 5. RAIN and Benchmark tests results are discussed here. Finally, Chapter 6 

discusses conclusions and interesting future work based on RAIN. 
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Chapter 2 

Background 

     We need to familiarize ourselves with biology that NCS (NeoCortical Simulator) has 

modeled. This chapter presents a review of basic biological concepts from the perspective 

of modeling mammalian brain networks, information about the simulator NCS, and 

neural modeling. 

 

2.1 Brief Overview of Biological Concepts 

     A mammalian brain is composed of several different types of complex structures. Our 

structure of interest is the cortex, where cognition and related functions takes place [31, 

40]. Essentially, the cortex is a highly convoluted thin sheet of large number of cells 

(neurons) and their various associated structures. The cortex sheet is quite large 

compared to the space available in brain. Nature has found a means of fitting cortex by 

folding it in three dimensions, which helps in conserving space and also reduces inter-

cellular distances leading to efficient use of neural wiring material, required to form 

communication connections among neurons. 

Neurons 

     The brain consists of a basic type of cell called as neuron. The number of neurons in 

an adult human brain is very large (more than 1011) and there are various types [63, 71]. 

Another type of cell, called glial cells are also present. There are various types of glial 
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cells. Neuroglia cells do not conduct nerve impulses, but instead, they support, nourish, 

and protect the neurons. They are far more numerous than neurons [6] and, unlike 

neurons, are capable of mitosis. Neurons, or nerve cells, carry out the functions of the 

nervous system by conducting information via nerve impulses. They are highly 

specialized and amitotic [60]. This means that if a neuron is destroyed, it cannot be 

replaced because neurons do not go through mitosis. Figure 2.1 shows a typical neuron 

structure. 

Figure 2.1 A typical Neuron. [3] 

     A typical neuron consists of a cell body (soma) with a nucleus and numerous 

structures called dendrites which expand from the soma. Surfaces of dendrites primarily 

exchange chemical information with other neurons via synapses. An axon is a long 

dendrite different from all others. The purpose of an axon is to transfer electro-chemical 

signals to other neurons, sometimes over a long distance. The axon is protected by a 
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myelin sheath, which helps in electro-chemical signal transmission. The exchange of 

information (essentially a spike) to other neurons happens between the end of axon 

(which is shown as axon terminal) and dendrites with help of synapses [60]. 

Action Potential 

     Figure 2.2 gives a schematic representation of action potential.  

 

Figure 2.2 Action Potential. [4] 

     Each neuron is connected by axons, dendrites and synapses to a number of other 

neurons, typically about a thousand. Neurons maintain a small electrical potential, 

normally about -70 mV in their soma, due to the interactions of channels in their cell 

walls with ions in the intercellular fluid [60]. This voltage continually changes in 

response to external inputs, primarily stimuli received from incoming synapses. When the 
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voltage reaches a critical threshold (spiking threshold), these ion channels cause an 

abrupt rise and fall in the cell voltage. This is called an action potential (AP) or “a spike 

firing.” 

Synapse 

     Each of the 100 billion neurons has on average 7,000 synaptic connections to other 

neurons. It has been estimated that the brain of a three-year-old child has about 1016 

synapses (about 10 quadrillion). This number declines with age, stabilizing by adulthood. 

Estimates vary for an adult, ranging from 1015 to 5 x 1015 synapses (which is 1 to 5 

quadrillion) [28]. Figure 2.3 shows a synapse. 

 

Figure 2.3 A Synapse. [2] 
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     As seen from the figure, a synapse mainly consists of three structures: 

1. Axon terminal of a pre-synaptic neuron which has vesicles containing 

neurotransmitters, mitochondria, and other cell organelles. 

2. A synaptic cleft or small tiny gap between pre- and post-synaptic neurons. 

3. A dendrite of a post-synaptic neuron which has receptor sites for accepting the 

neurotransmitters. 

     As mentioned before, information is passed from one neuron to another in form of a 

spike which is caused by an action potential. A synapse is the structure which actually 

makes this possible. A synapse is a very tiny gap between the axon ending of one neuron 

and the dendrite of the next neuron [44]. The neuron which sends information is called 

pre-synaptic neuron and the receiving neuron is called the post-synaptic neuron. 

     When the action potential reaches the axon ending, it causes tiny bubbles of chemicals 

called vesicles to release their contents into the synaptic gap [60].  These chemicals are 

called neurotransmitters.  These sail across the gap to the next neuron, where they find 

special places on the cell membrane of the next neuron called receptor sites. The 

neurotransmitter acts like a little key, and the receptor site like a little lock.  When they 

meet, they open a passage way for ions, which then change the balance of ions on the 

outside and the inside of the next neuron. When the spike pulse reaches the destination 

cell, it combines with the inputs from all the cell’s other incoming synapses, which in 

turn may cause the destination cell to fire and the whole process starts over again. 

     Some types of synapses change their behavior over a period of time, in response to 

these action potential inputs. This process has been defined as Hebbian Learning [42]. In 

positive learning, a neuron’s response to incoming spikes is increased gradually 
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depending upon the timing and number of spikes received in past. On the other hand, if a 

neuron’s response decreases gradually after receiving spikes, it is called negative 

learning. 

Columns and Layers 

     Conceptually the human cortex is organized horizontally into columns [56], which are 

localized regions of high neural connectivity. From the size of the cortex and the typical 

size of a column, it can be estimated that there are about 2×106 columns in humans [43]. 

There may be more if the columns can overlap [66]. The cortex is further divided 

vertically into layers that are distinguished by variations in the types of neurons. Most of 

the cortex has six of these layers; the hippocampus has only four. It should be noted that 

columns and layers are not in any sense separate organs; they are distinguished 

anatomically only as patterns of cell distribution and connection. In context of NCS, they 

are used in the input file constructs that define a particular brain model and for 

organizational purposes. By themselves they have no function (i.e. behavior) that can be 

modeled. 

 

2.2 The NeoCortical Simulator (NCS) 

     The NeoCortical Simulator (NCS) has been developed at the Brain Computation 

Laboratory (BCL) [10], under the direction of Dr. Philip Goodman, at the University of 

Nevada, Reno (UNR). Over a period of about 10 years, NCS has undergone many 

transformations and revisions. This section details those changes. We will also study the 
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structure of the input file and how to use NCS. At the end of this section, some 

applications of NCS used in experiments and projects are discussed. 

2.2.1 History and Overview of NCS 

     Over the years research has been going on utilizing AI approaches for the generation 

of a socially intelligent entity. Nature served as an inspiration for some of these 

approaches to reach to try to achieve an efficient solution [36, 37, 38]. Current 

technology has limitations for using actual organic material for such architecture. The 

next best alternative is to use silicon-based computational devices (viz. computers). Thus 

a software simulator was created, which would model biologically realistic large spiking 

model of cell networks mimicking the activity present in cortex. The simulator would be 

able to model the neo-cortex, the hippocampus, and other structures with a fair degree of 

complexity. This simulator was the NeoCortical Simulator. 

     Humans have a large amount of the cortex termed “neo-cortex” (new cortex) which is 

lacking in other mammals (and animals). Debate is going on whether this neo-cortex is 

indeed the key to the intelligence in humans. Hence the simulator was named as 

NeoCortical Simulator. NCS was made accessible to the outside world in 2000. 

The First Two Versions of NCS 

     Development of the first version of NCS began in 1997 by Philip Goodman in 

collaboration with Henry Markram, currently the co-director of “Brain Mind Institute” at 

École Polytechnique Fédérale de Lausanne (EPFL) in Lausanne, Switzerland, and 

Thomas McKenna (Neural Computation Program Officer at the U.S. Office of Naval 

Research) with MATLAB [41, 51] as the programming environment [24]. At the same 
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time there were important discoveries made with regards to synaptic plasticity and 

connectivity [53, 54] which helped in the design of NCS. 

     This first version of NCS (NCS version 1) used a template of Action Potential (AP) 

spike waveform (as shape of these waveforms have less variation) which was efficient. 

Cell membrane dynamics and calcium dependent AHP channels, voltage dependent A- & 

M- channels (ion channel dynamics) were also modeled to compute a spiking network 

along with implementation of synaptic delay [29, 45]. Using published results from 

Henry Markram and others [65], changes in short-term synaptic dynamics and long-term 

Hebbian regulation of synaptic efficacy were also added. 

     Initial promising results led to funding by Office of Naval Research (ONR) in 1999 

[38]. This helped in collaboration with other professors from UNR. The MATLAB 

version of NCS was slow and serial (i.e. it could not be distributed to run on multiple 

nodes in parallel), limiting the number of cells and synapses that could be simulated in a 

network. Due to this a need for a more efficient simulator was felt. This led to the 

development of the first C version of NCS. 

     In 1999, Ali Etezadi-Amoli programmed the C version of NCS – NCS version 2 [29]. 

This was a direct implementation of NCS 1 with no major additional features. Gain in 

performance was about an order of magnitude over NCS 1. Another student, Keith 

Wesolowski made improvements to the code and added parallelism to NCS 2. 

Experiments were carried out to test the performance of NCS 2 on multiple CPUs. A 20 

node Beowulf cluster (450 MHz Pentium CPUs) was used. During experimentation, size 

of the network was increased from 100 cells to 1000 cells and number of CPUs was 
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increased from 1 to 10 CPUs. Further increase in CPUs did not provide a marked gain in 

runtime of NCS. 

     Figure 2.4 shows the performance result of increasing the number of nodes for a 1000 

neuron simulation. The large difference between ideal and actual results was due to slow 

switching across Ethernet. A Myrinet switch and faster CPU nodes were added later on. 

Further addition of features followed. 

 

Figure 2.4 Performance result of a parallelized NCS 2. [38, 45] 

 



 12

NCS Version 3 

     In 2000, there was a major overhaul of the NCS code [72]. This was the first C++ 

version of NCS – NCS version 3 and aimed to utilize object-oriented design to improve 

code performance and organization [74, 73]. Relationships between neuronal properties 

were broken down into corresponding objects. This accomplished two objectives. Since 

objects were fully encapsulated, different implementations could be swapped in and out 

without the need of changing large portions of code. This allowed quick mathematical 

and algorithmic changes to NCS code. The other objective was to have better code 

organization by abstracting various biological concepts. It was made sure that this version 

of NCS was generalized for future improvements and capable of running more efficiently 

on a parallel system. 

     NCS 3 used MPI standard parallel libraries for distributing an NCS simulation over a 

cluster of CPUs. MPI is still used in NCS 5, for communication of spike messages 

between cell groups via the Message Bus. Cells were split up equally across the nodes 

with no intention of keeping cell groups together, although load-balancing algorithms 

were anticipated to be included in the future [45]. A Message Bus object was used to co-

ordinate communication flow between objects on and off a node. Timing and 

synchronization of simulations to prevent deadlock and starvation were thus handled. 

Figure 2.5 shows the major components of NCS 3 interacting with Message Bus object. 

     New hardware was acquired to increase performance and network simulation size 

[36]. This was the Cortex cluster consisting of 30 dual Pentium III (1 GHz) processor 

nodes with 4 GB installed RAM per node. A Myrinet switch was also installed for faster 

network message packet switching. Introduction of a Myrinet switch improved 
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simulation performance a great deal. Currently, Cortex has 200 CPUs consisting of 

Pentium and AMD processors. 

 

Figure 2.5 Communication scheme of NCS 3 using Message Bus object. [72] 

     Experiments were performed using NCS 3, to use channel structures within cellular 

compartments so as to reflect accurate dynamics of the inter-neuronal GABAergic 

systems [50]. Previously published in vitro responses taken after applying one second 

current steps from 50 to 350 pA were replicated by combining channels properly. Figure 

2.6 gives the results by NCS 3 in replicating the behavior of various neurons: classic non-

accommodating (cNAC), classic accommodating (cAC), bursting non-accommodating 

(bNAC), bursting accommodating (bAC), delayed non-accommodating (dNAC), delayed 

accommodating (dAC), classic stuttering (cSTUT), and bursting stuttering (bSTUT) [50]. 
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Except for “stuttering” types, the behaviors were relatively robust under a two-fold 

variation in strength for a single somatic cell [45]. 

 

Figure 2.6 Simulated voltage response to step current from 150 to 300 pA. [50] 

(A) cNAC (B) cAC (C) bNAC (D) bAC (E) dNAC (F) dAC (G) cSTUT (H) bSTUT 
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NCS Version 4 and NCS Version 5 

     It was found that NCS 3 still had some scope for improvement. C language seemed to 

be more efficient for some functionality than C++. Thus, there was another change to 

optimize NCS, this time, almost all the C++ object oriented features were replaced by a 

more compact C code. Simulation functionality was expanded and further speed and 

performance optimizations were done [37]. 

     These changes were done during 2001 [32, 29]. Those efforts lead to a new release of 

NCS 3 in 2003. Subsequently NCS version 4 (in 2003-2004) and NCS version 5 (later in 

2004) followed with elimination of errors and bugs from the code and further 

optimization. 

     Previous NCS versions worked with point neurons (i.e. only a soma and a 

compartment) only. The new revisions of NCS permitted complex cells consisting of 

numerous compartmental structures (dendrites, spines and axons) to be created. The 

neuron model could also be designed and placed in a three dimensional space. For 

example, synapses present along closely spaced objects had a higher probability for 

forming connections. Similarly, action potentials would travel faster to closer 

destinations. The state of a brain (neural network) could now be saved and loaded back. 

This helped to preserve and reuse (for future simulations) synaptic dynamics that were 

induced by Hebbian learning during an earlier simulation. 

     Many more optimizations were made to NCS. Load balancing in NCS 3 used number 

of cells as a decisive factor in even distribution of the network over the cluster. There was 

a risk that some processors in the cluster were being overworked while others stayed idle, 

creating a need for improved load balancing techniques [32, 33]. The newer methods also 
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considered the number of synapses along with number of cells during distribution step of 

simulation setup. This made sense, as synapses were involved in message passing and 

had dynamics of their own which needed to be computed at each simulation time tick. 

Synapses also required a large share of the memory needed for brain simulation. 

     The connection process was optimized, reducing time taken in brain initialization. 

Earlier versions checked all possible connections during construction of the brain and 

then checked the probability (specified in the input file) of that connection being created. 

The time complexity for this approach was O(n2), where n represented the total number 

of cells in the network (or networks) that was being connected. The new version looked 

at desired number of connections first. Based on the required number of connections, it 

choose available cells randomly and created a connection between them. This algorithm 

approached O(n) complexity during execution. The other major optimization was to 

reduce the Message Bus load to produce less overhead. This was done by reducing 

message size, enabling the message packets to reach their destination quickly [45]. Figure 

2.7 displays the results of optimizations to NCS in the parallel environment. The inset 

gives the same plot but on a logarithmic scale. 

     Various other biological experiments were performed with this new version of NCS. 

One set of experiments looked at how information maybe encoded using spike-timing 

and membrane dynamics of biological neurons [49, 50]. These experiments made 

comparisons with artificial neural networks (ANNs) to show that biologically based NCS 

was more robust and flexible and could utilize multiple sensory modalities requiring 

pattern recognition, speech comprehension, and path planning as humans could. 

Decomposed audiovisual recordings were given as input to laboratory derived parameters 
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for synaptic and membrane dynamics. These results were later on used in development of 

CARL [45]. 

 

Figure 2.7 Latest optimizations to NCS achieve speedup closer to ideal. [32] 

     Another experiment [61] examined intra cortical and cortical-sub cortical “network of 

networks” involved in emotion, attention, sensory association, memory, reward, motor 

planning and theory of mind. This experiment tried to comprehend how these modules 

interact with each other, using NCS as a platform for experimentation. Using existing 

research parameters, models of 1,000 to 1,000,000 neurons were built which would 

reproduce and sustain auditory patterns with stability. A large inter-connected network 

resulted as the number of synapses was close to 600 million [45]. 
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NCS Today 

     There have been some changes and bug fixes to NCS 5 since it was first released, but 

no major changes. As of 2005, NCS has all of the following functionalities implemented 

[24]. 

• Compartments: sampling frequency and membrane compartmental realism 

sufficient to capture biological response properties, arbitrary voltage- and ion-

sensitive channel behaviors, and multi-compartmental models distributed in 3-D 

(dendritic, somatic and axonal systems). 

• Synapses: short-term depression and facilitation [52], augmentation [70] and 

Hebbian spike-timing dependent plasticity [54]. 

• 3-D Connectionism: a layout to easily allocate neurons into sub-network 

groupings, layers, column, and sheets separated by real micron- or millimeter 

spacing, with realistic propagation distances and axonal conduction speeds. 

• Parallelism: an inherently parallel, efficient method of passing messages of 

synaptic events among neurons. 

• Reporting: an efficient way to collect, sample and analyze selected 

compartmental and neuronal behaviors. 

• Stimulation: ability to (a) specify fixed, standard neurophysiological stimulation 

protocols, (b) port signals from an external device, (c) export neuronal responses 

and await subsequent replies from external systems (e.g., dynamic clamps, in 

vitro or in vivo preparations, robotic emulations). Normally a stimulus is specified 

in the form of spike or firing probabilities. 
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• Freeze/resume system state: the ability to stop a running simulation and 

hibernate all hardware and software parameters into a binary file, for unpacking 

and resuming in later experiments. 

• Command files: simplicity in generating and modifying scripts. 

     There are still many discoveries to be made in both biological and computer based 

artificial intelligence fields. NCS can be enhanced with new useful discoveries in 

biology. Biologists can perform experiments which might only be possible in a 

simulation environment, using NCS. With the help of new discoveries, both fields can 

accelerate to their respective goals of understanding the nervous system and creating the 

first artificial “humanly intelligent” social being. 

2.2.2 Enhancements and Applications 

Enhancements to NCS version 5 

     There have been a few major enhancements to NCS. One of the enhancements 

developed by Rich Drewes as his thesis work is a Python [16] based environment (and 

library) for creating, editing, submitting and analyzing simulations – called Brainlab [29]. 

As the brain model becomes large and complex, it becomes increasingly difficult to use a 

simple text editor. More often than not, these types of models involve repetitive patterns 

of inter-connecting brain objects. So, if there is an error in the input file, it might be 

tedious to find it. There is a facility in NCS for distributing the brain model code over 

multiple files and then using “INCLUDE” command to link those files. But it still is not 

easy. This is what the Brainlab was created for. 

     James King was responsible for maintaining NCS 5 code in 2004-2005. His thesis – 

“Brain Communication Server: A Dynamic Data Transferal System for A Parallel Brain 



 20

Simulator” (BCS) is an interface between NCS 5 and external programs [45]. It allows 

programs to communicate and send stimulus (data) and control signals to NCS 5. BCS is 

based on the concept of Single Socket Server (SSS). It is suitable for large simulations 

and communicating with many client programs, as it uses just a single port for each of 

those clients. In SSS, the external client program uses just a single socket to communicate 

with NCS via BCS. Reader and writer threads can be created for receiving and passing 

reports and stimulus, respectively, to NCS. This has been used by many other researchers 

in their experiments including in this thesis work [34, 45]. Figure 2.8 shows the design of 

Single Socket Server. Clients are connecting through a single port and the data objects 

(A, B, C and D) are managed by the server. 

 

Figure 2.8 Architecture of BCS loop with Single Socket Server concept. [45] 

     James King also introduced numerous feature enhancements such as the efficient use 

of multi-compartment neuron models, synaptic augmentation property of cortex, changes 
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in the way NCS 5 creates some reports, ability to turn Hebbian learning on or off and an 

event section with the ability to load synaptic USE values from a file at a pre-determined 

point of time in a simulation [10]. 

     Figure 2.9 describes the pipe-line model of Brainstem. Using the BCS (Brain  

 

Figure 2.9 Pipe-Line model of Brainstem. [58] 
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Communication Server mentioned earlier, developed by James King for his thesis), 

Qunming Peng developed “Brainstem: A NeoCortical Simulator Interface for Robotic 

Studies” as his thesis work [58]. Brainstem is a program which co-ordinates 

communication between AIBO (an entertainment robot dog from SONY) and NCS 5 

through BCS (also known as VoServer) [10]. This work was done in an effort to 

complete the loop between an autonomous physical agent (AIBO) and its thinking brain. 

Applications 

     Numerous experiments and research projects have been performed using NCS. The 

majority of them are listed below: 

• James Maciokas and other researchers used NCS to perform experiments on a 

hypothesis regarding entropy change in multimodal sensory integration and 

information transfer. This was done during 2002-2003 [48, 49]. 

• A web-based GUI environment was created by Waikul and colleagues in 2003 

[69]. The environment had an editor for creating and modifying NCS input files 

and submitting those brain models for simulation. 

• The first NCS-Robotics loop was completed and demonstrated by Juan Carlos 

Macera in 2003 [46, 47]. It consisted of a hierarchical robotic system (CARL) 

communicating with NCS for audio and video stimulus processing using 

Spectrogram and Gabor filters respectively. 

• In 2004, Jake Blake and collaborators worked on speech perception which was 

simulated in a biologically realistic model of auditory neo-cortex [21]. 

• Brian Opitz in 2004 studied the effect of selective removal of channels from 

simulation on information transfer in a spiking neural model [57]. 
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• Rich Drewes along with fellow researchers experimented using a genetic 

algorithm to evolve a network model for evolutionary autonomous agents for 

performing a delayed-matching memory task using a neural network with layer-

structured visual cortex [29, 30]. 

2.2.3 Using NCS 5 

     At this point we are going to look at a basic method of using NCS in a Linux 

environment. We will begin with getting the source code, all the way to analyzing a 

simple report in MATLAB. Obviously there are a lot of ways in which NCS could be 

used. For example, Python based Brainlab, web-based environment, scripted pre-

processor, automating input file generation and batch submission (by having a template 

input file and replacing tokens to create networks with slightly different parameters), etc. 

     The first step is to get latest working NCS source code. We use Subversion (SVN) for 

maintaining the source code and documentation. Source code may be obtained in two 

ways. A person can either get an account on the Cortex cluster with consent of 

responsible people in the BCL or get the source code straight off of the internet here [12]. 

In case of the former method, after getting an account setup on Cortex we use SVN to get 

the source code as follows – 

svn co file:///home/svn/repository-new/ncs5 

Doing this we obtain a directory named ncs5 with source code for the simulator and 

documentation. 

     The next step is to compile the source code, which may be tricky. We need the 

compatible version of MPICH. Currently we are using MPICH version 1.2.7p1. The 

Makefile situated in ncs5 directory has a host of options (switches and flags) for various 
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facilities. For a normal simulation those options would remain as they are. Only in case 

of special requirements would one change them. We need to check that the path to 

MPICH directory in the Makefile is correct. After everything is setup, we are ready to 

compile NCS version 5. Simply type in make and that should create an NCS 5 binary. 

     The next step is to create a brain model in an .in (input) file. If a job scheduling 

software is available for your cluster you can proceed to use it as you would for any other 

program binary. NCS can either be executed using MPICH (to run on multiple CPUs) or 

as a normal executable to run on the local machine. A sample command would look like 

this – 

/opt/mpich-1.2.7p1/bin/mpirun –nolocal –np 16 –machinefile mach16.mpi ncs5/ncs5pe 

sample.in 

where, mpirun is the MPICH program, –nolocal is a switch for MPICH and indicates not 

to run the simulation on the current node (or machine, which might head node of the 

cluster normally), –np 16 means that the number of processor to use for the simulation 

are 16, –machinefile mach16.mpi gives the name of the file which has a list of names of 

the machines to use (this should have a list of machines consisting at least 16 CPUs in 

total), ncs5/ncs5pe is the name of NCS 5 executable along with its location, sample.in is 

the neural network input file. 

     Now the simulation is running and depending upon the input file we will get result in 

form of reports. A common report is the voltage report for a cell group consisting of 

either 1 or multiple cells. The report file has membrane voltages present in it for each 

simulation time tick (i.e. for each step of thinking brain). In the above scenario, these 

report files are created on the cluster and need to be copied to a local machine for 



 25

analyzing in MATLAB. Neuroplot [14] is an excellent tool for such analysis purpose. 

This completes a simple guide for using NCS to simulate neural networks. 

2.2.4 Structure of NCS 5 Input File 

     The structure of the NCS 5 input file is simple. It is based on a hierarchical structure 

of sections (or objects). NCS has objects representing biological structures, like a neuron, 

synapse, compartment, etc., which are used to mimic their behavior using the right 

combination of parameter values. We will not be going into details of the file structure, 

but just look at a couple of sub-sections and get a feel for the structure. The extension of 

input file is .in and hence is also called as an .in file in general usage. We will be 

observing that convention from here on. 

     There are keywords in NCS and generally all of them appear in upper case. The .in 

file consists of a number of sub-sections. The sub-section starts with a line containing its 

name in all upper case letters. The end of a sub-section is denoted by a line having the 

same name that appears at its start, but with a prefixed string – END_. The first sub-

section in an .in file is BRAIN section. It is the top-most section in the hierarchy of the 

brain structure. Global parameters and other basic sub-sections are referenced in this 

section. A sample BRAIN section is show in Figure 2.10. 

     The TYPE name gives a name for the network model and JOB describes a name for 

the execution run. SEED is used by the Random Manager and is used by other sub-

sections too (wherever applicable) if a local seed is not present. References to other sub-

sections can also be seen. COLUMN_TYPE, STIMULUS_INJECT and REPORT are 

sub-sections defined after the BRAIN section definition. The sections essentially contain 

key-value pairs. Keywords of NCS are the keys and values or section (object) names are 
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there values. CONNECT keyword is used to connect two cell groups in the network 

using a SYNAPSE object (here synEE_V2). 

BRAIN 
 TYPE    AIBO 
 JOB    proto7 
 FSV    1000 
 DURATION   1.5 
 DISTANCE   NO 
 SEED    -51 
# ============== this is a comment ================= 
 COLUMN_TYPE  AIBOStim_1 
 COLUMN_TYPE  AIBOStim_2 
 STIMULUS_INJECT  AIBOStim_inj_E1_AIBO_1 
 STIMULUS_INJECT  AIBOStim_inj_E1_AIBO_2 
 REPORT   L1_E1_Voltage 
 REPORT   L2_E1_Voltage 
 CONNECT 
    AIBOStim_1 AIBOStim_layer_1 E1 somaE 
    AIBOStim_2 AIBOStim_layer_2 E1 somaE 
    synEE_V2 0.10 0 
 CONNECT 
    AIBOStim_2 AIBOStim_layer_2 E1 somaE 
    AIBOStim_1 AIBOStim_layer_1 E1 somaE 
    synEE_V2 0.10 0 
END_BRAIN 

 
Figure 2.10 The BRAIN section of a sample NCS input (.in) file. 

     Now we will discuss the basic hierarchy found in the .in file. BRAIN is the top-level 

section in an .in file. A BRAIN section consists of COLUMN objects which in turn 

consist of LAYER objects. LAYER further has CELL objects, which themselves consist 

of COMPARTMENT objects. In the hierarchy mentioned above, there can only be one 

BRAIN section, but other sections or objects can be one or multiple. A CONNECT 

statement can be used for connecting cell groups visible from a given sub-section. For 

example, to connect cell groups in the same layer, we can have CONNECT defined in 

that LAYER section definition. But if the cell groups to connect are located in different 
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layers present in different columns, then the CONNECT statement needs to be defined in 

the BRAIN section, as seen in Figure 2.10. 

     Normally object names are defined in the TYPE keyword of their respective section 

definition. For example: AIBOStim_1, L1_E1_Voltage, in Figure 2.10. Another thing to 

note is that NCS interprets everything after # character, until an end of line is detected, as 

a comment. A comment is a line used by modelers for their documentation purposes and 

is not processed by NCS simulator. 

     We can define different sections in different .in files and use the keyword INCLUDE 

along with the .in file name. A thing to remember is that the .in file with BRAIN section 

is the main file. So while simulating a network, only the .in file containing the BRAIN 

section should be given as a parameter. Other .in files should either directly or indirectly 

be included in that main file. 

     This concludes the section which briefly explains the structure of an NCS brain model 

input file. For further information, NCS documentation is located on the BCL webpage 

[10] along with a complete sample .in file. 

  

2.3 Modeling Intelligence 

     Modeling intelligence successfully has proven to be a bigger challenge than 

anticipated earlier. That is why we still see practical social robots only in movies like 

Artificial Intelligence: AI and I, Robot. There have been various approaches towards this 

problem. Earlier efforts resulted in the field of Artificial Intelligence. Due to the 
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shortcomings in AI [25], a shift in thinking resulted in Artificial Neural Networks and 

Biological Neural Networks. 

2.3.1 Artificial Intelligence 

     As discussed earlier, the term Artificial Intelligence (AI) was created in 1956 [25, 62]. 

AI was the next step in automation of various specialized and daily tasks. AI has 

applications in fields of Pattern recognition, Computer vision, Virtual reality, Diagnosis 

of various kinds, Game theory, Strategic planning, Natural language processing, Non-

linear control, Robotics, and many more. 

     The earliest AI systems were the Expert systems. Inference engines with forward and 

backward reasoning were the basis for these systems. Classifier based systems are 

another variety of AI systems involving supervised learning. Classifiers are basically 

functions that can be tuned for certain problems according to some examples (which in 

fact are patterns of some form). Conventional AI involves methods from Machine 

Learning [55] involving formalism, search, planning, optimization, logical inference, data 

mining, and statistical analysis to name a few. It consists of mainly following methods: 

• Expert Systems which reason to reach a conclusion. They can analyze large 

amounts of information and provide a conclusion for the same [75]. 

• Case based reasoning organizes a set of problems and answers in form of cases. 

When a problem is presented to a case based system, it searches through its 

database of cases and picks an exact or closely related case and provides its 

solution with some modification if needed [76]. 
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• Bayesian network (belief network) use a probabilistic graphical model 

representing a set of variables and their respective probabilistic independencies 

[77, 78]. 

• Behavior Based Artificial Intelligence is a technique for building AI systems 

modularly by decomposing of intelligence into modules [79, 80]. 

     The major problem with AI systems is that they are not generalized enough to handle 

real world scenarios which are fuzzy and full of noise. More often than not, they are 

deigned to work in a controlled environment which is far from real world interactions. 

Due to these shortcomings there have been on and off views of the field and AI winters, 

meaning general pessimism resulting in reduced funding research in AI and termination 

of serious research [25]. There have been two instances of such scenarios, first from 

about 1974 – 1980 and second from 1987 – 1993. Never the less, field of AI continues to 

move on with funded projects happening every now and then. There is still optimism 

about the field. 

2.3.2 Artificial Neural Networks (ANNs) 

     An Artificial Neural Network (ANN, also known as Simulated Neural Network) is 

mathematical computational model based on biological neural networks [20]. It consists 

of an inter-connected group of artificial neurons which essentially sums its inputs and 

applies a transfer function (normally a sigmoid) on it. These model actual biological 

neurons at a very high level of abstraction and hence are termed as Artificial Neural 

Networks. Biological Neural Networks are made up of biologically realistic neurons [81]. 

An ANN traditionally finds applications in regression analysis, classification, data 
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processing and mining, etc. which are very broad fields. They are now often used as 

controllers too. Figure 2.11 shows a simple example of a 3 layer feed-forward ANN. 

 

Figure 2.11 A representation of a simple 3-layer feed-forward ANN with 4 inputs, 5 

hidden nodes, and 1 output. [1] 

     An ANN simply defines a mathematical function. Learning happens in form of 

supervised, unsupervised, and reinforcement learning. There are various types of Neural 

Networks. Some of them are Feed-forward neural network (FNN), Radial basis function 

network (RBFN), Hopfield network, Recurrent Neural Network (RNN), and Associative 

neural network (ASNN). Each one has its area of application. RBFNN are universal 

function approximators [83, 84]. RNN allow internal state and have been used as 

universal Turing machines [85]. Most of these networks do not provide sufficient level of 

complexity and generalization for a socially interactive intelligent agent. 
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     Spiking Neural Networks are more closely based on biology. Besides having neuronal 

and synaptic states, they incorporate the concept of time into their operating model. 

Neurons in these models only fire when the membrane potential of neuron reaches the 

firing threshold. When this state is reached, the neuron fires and sends a spike to all the 

neurons it connects to, via synapses. This spike, depending upon synapse and other 

parameters, may induce a spike in the following connected neuron. Information may be 

encoded in form of frequency of firing or timing of actual spikes which makes Spiking 

Neural Networks attractive to use as basis for further experimentation. 

Role of NCS 

     NCS has been based on Spiking type of neural networks. NCS allows for biologically 

realistic spiking neural networks. Details about NCS have already been discussed in 

Section 2.2. Using NCS we attempt to develop a principle which is based on the human 

neural system. Although the task at hand seems impossible as we know so little about 

human biology, with help of artificial simulation and ongoing biological explorations, we 

will achieve that principle in the near future. This thesis addresses a plausible first step in 

this principle and also looks at the performance of NCS models for real time response. 
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Chapter 3 

RAIN – Recurrent Asynchronous Irregular 

Network 

3.1 Overview 

     There is a presence of ongoing activity in a human brain as long as the human is alive. 

This activity can be quantified by Electroencephalography (EEG) [8], which is a tracing 

of electrical activity occurring in the brain, recorded by placing electrodes on a human 

scalp. This electrical activity has been classified into different types of waves. All these 

waves are mostly oscillating between 1-20 Hz when recorded over a scalp [23]. 

     Figure 3.1 shows a sample of alpha (7 to 12 Hz, associated with a relaxed awake state) 

and beta (13 to about 20 Hz associated with an active concentration state) waves [15]. 

 

Figure 3.1 Alpha and Beta waves. [5] 

     RAIN is an acronym for Recurrent Asynchronous Irregular Network first coined by 

Philip Goodman at the Brain Computation Lab. In simple terms, RAIN represents a 
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spiking activity exhibited by an NCS neural network, firing in a pattern which is 

recurrent, asynchronous and irregular. This activity is similar to the random “noise” 

activity seen in an EEG of human brain. Hence this is an attractive paradigm for further 

experimentation of modeling human intelligence and memory. Figure 3.2 shows an 

image depicting RAIN activity (about 16 Hz) obtained using NCS 5 with a 4000 integrate 

and fire (IF) neuron network model. 

 

Figure 3.2 A typical RAIN activity. [24] 

 

3.2 Initial Neural Network Model 

     Several of us were working on the concept of modeling Neocortical Lock and Keys to 

implement an information encoding scheme resulting in a memory model which can learn 

using spike timing dependent plasticity (STDP) [27]. During this time (late March 2006), 

we were invited to be a part of a review paper about biologically realistic simulators [24]. 
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To have credibility, the invited simulators needed to demonstrate certain abilities enlisted 

by benchmark models based on a paper by T. P. Vogels and L. F. Abbott [68]. 

     The benchmark model we chose for NCS 5 was for neural network models based on 

integrate and fire (IF) neurons with conductance based (COBA) synapses (COBA model 

of T. P. Vogels and L. F. Abbott [68]). The model consisted of a network of excitatory 

and inhibitory neurons, connected via conductance-based "exponential" synapses 

(instantaneous rise, exponential decay).  For sufficiently large size network (more than 

4000 neurons), this model displays self-sustained irregular states. 

     Details and a brief description of the parameters are as follows [68]: 

• Total number of neurons in the network is 4000 with a 4:1, excitatory to 

inhibitory ratio. 

• Area of cell (neuron) is 20000 µm2, ignored in our case since we chose not to 

have distance in the model. 

• Neuron membrane time constant equals 20 ms. In NCS 5; this parameter 

(TAU_MEMBRANE) along with R_MEMBRANE is used to calculate 

membrane capacitance [82]. 

• Specific capacitance of 1 µF/cm2 was achieved by adjusting R_MEMBRANE 

value [82]. 

• Leak conductance should be 5e-5 S/cm2. It is used to calculate the leak current 

when the compartment updates its membrane voltage in absence of a voltage 

clamp. This is used in conjunction with leak reversal. 

• Leak reversal is supposed to be -60 mV. 

• Synapse parameters: 
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o Excitatory conductance = 6 nS. 

o Inhibitory conductance = 67 nS. 

o Excitatory reversal potential = 0 mV. 

o Inhibitory reversal potential = -80 mV. 

o Excitatory time constant = 5 ms. 

o Inhibitory time constant = 10 ms. 

• Connectivity parameters: random connectivity, with probability of connection as 

2%. 

• A random stimulation during initial 50 ms is needed to set the network in active 

state. 

• IF model used: 

o Firing threshold is -50 mV. When the compartment's membrane voltage 

reaches threshold, it begins a spike shape (i.e. the neuron fires). 

o Reset voltage is -60 mV. In NCS 5, this is represented as VMREST in 

COMPARTMENT section [82]. It represents the starting voltage of the 

compartment. When the compartment is at rest, it is at this voltage level. 

o Compartment refractory period is 5 ms and it is clamped at reset voltage. 

 

Building the Model for NCS 5 

     Apart from looking at benchmark model specification, we also looked at the source of 

benchmark models, the paper by T. P. Vogels and L. F. Abbott [68]. The following were 

the major details of parameters in our model and the modified parameters from above 

initial specification: 
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• As per the paper [68], we created three cell groups in the network, E1, E2 and I. 

E1 had 33 excitatory cells, E2 has 7967 excitatory cells and cell group I has 2000 

inhibitory cells. Thus the network had 10,000 neurons in total. 

• All the cell group combinations were connected (viz. E1-E1, E2-E2, E1-E2, E2-

E1, E1-I, I-E1, E2-I and I-E2), except for self connections in I. 

• As mentioned earlier since we chose not to include distance in our model, area of 

cell has been ignored. 

• With respect to synapse parameters: excitatory time constant and inhibitory time 

constant, NCS 5 has a facility for specifying that in form of values in a text file. 

This file is defined in section of synaptic waveform known as SYN_PSG [82]. 

The time constants of 5 ms and 10 ms for FSV of 10,000 have been plotted in 

Figure 3.3 as EPSG and IPSG, respectively [82]. 

• FILE_BASED type of stimulus in NCS 5 was used. This required a file with 

values (1.0, meaning 100% probability of firing) representing stimulus. A pure 

random Poisson type of stimulus was used [82]. 

• Compartment refractory period is implemented by the SPIKESHAPE section 

[82]. In NCS, there is a concept of Frequency of Sampling Value (FSV). It is used 

in scaling the duration of simulation (in terms of time ticks, or the time steps of 

Do Think loop of brain). E.g.: If duration in .in file is set as 2.4 seconds and FSV 

is 1,000, then the total time ticks would be multiplication of duration and FSV 

which is 2,400 time ticks. So in our case, FSV is set at 10,000 and refractory 

period is 5 ms or 0.005 seconds. So the number of values in the spike shape 

waveform are 50 (0.005 * 10,000 = 50). NCS ensures that when a spike occurs, 
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this spike shape values are used to represent the compartment voltage for 50 ticks. 

So for this period of 50 ticks, only one spike is present and hence the refractory 

period for the compartment is enforced. 

 

Figure 3.3 EPSG and IPSG synaptic waveforms with 5 ms and 10 ms time constants, 

respectively. 

     Figure 3.4 represents the 10,000 neuron architecture. This is based on the initial 

configuration parameters from T. P. Vogels and L. F. Abbott paper [68]. 



 38

 

Figure 3.4 Architecture of the neural network built in NCS 5. 

 

3.3 Recalibration of Initial Neural Network Model 

     Various parameters were tuned in the process of generating RAIN activity. The ones 

worth mentioning are synaptic conductance (both excitatory and inhibitory), synaptic 

delay, synapse absolute use and connection probability. Also along the way, few changes 

were made to NCS 5 code to meet desired setup for this particular project. The first such 

change was commenting out a switch (or a flag to the compiler) statement in the NCS 5 

make file, CFLAGS += -DSAME_PSC. This flag forced the simulator to use same 

synaptic waveform file for both excitatory and inhibitory synapses, causing both synapse 

types to have the same time constant of 5 ms. This was discovered during an initial 

experiment. 
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3.3.1 Coding 

     Synaptic conductance was the most changed parameter. There was a need to explore 

ranges of combinations of excitatory and inhibitory synaptic conductance. This type of 

experiment only had change of synaptic conductance values across a number of .in files. 

Python scripts were written and used to generate the large number of input files which 

were identical except for the synaptic conductance. A template .in file was read in by the 

script and performed parameter replacement. Python scripts were also used in 

orchestrating the automated execution of experiments.  

     Besides Python, quite a few MATLAB scripts were written to perform analysis on 

voltage, fire count, connection map and synaptic conductance types of reports. There 

were a few code changes to NCS 5 also (like the correction of floating point 

approximation in synaptic delay parameter). 

3.3.2 Recalibration and Initial Results 

     As mentioned earlier, synaptic conductance was the parameter that was changed most 

often. With these parameters we performed some simulations. By varying only synaptic 

conductance (MAX_CONDUCT value in SYNAPSE section) for excitatory and 

inhibitory synapses, we either had the network not firing (due to strong inhibition) or just 

going epileptic (a brain disorder involving recurrent seizures) due to strong excitation. 

This is shown in Figures 3.5 and 3.6. These figures have been obtained using the 

Neuroplot MATLAB script [14]. 
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Figure 3.5 Few cells from E2 cell group indicating network has failed to produce any 

spikes. 

     The plots give voltage values for reported neurons (y-axis) over the reported duration 

(x-axis in terms of time ticks). The color bar near the right border of the image gives 

voltage value in mV. 

     The synaptic delay parameter had a significant effect. Changing this value affected the 

state of the network from epileptic to strongly inhibited and other similar transitions. 

Later on this value was settled at 0.0000000001 which was interpreted as almost zero. 
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Figure 3.6 Few cells from E2 cell group representing continuous firing (spiking) state of 

the network. 

     We then decided to set up a new model. The total number of neurons in the network 

was reduced to 4000 as per initial model specification. Ratio of 4:1 between excitatory 

and inhibitory neurons was maintained. Correspondingly the number of neurons in 

excitatory cell group E1 was 14, excitatory cell group E2 was 3186 and inhibitory cell 

group I was 800. Also, the input stimulus file was of random Poisson type and changed to 

consist of 14 columns, one for each of the 14 cells in the E1 cell group. The file had 50 

rows indicating input for 50 time ticks. The file had a single value of 1.0 (1.0 

representing 100% firing probability), occurring once but randomly during the 50 time 

ticks for each of the 14 E1 cells. Figure 3.7 represents the architecture of the neural 
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network that was now used in experiments. From the figure, we also note that I-I 

connections were now used. 

 

Figure 3.7 Recalibrated architecture of the neural network built in NCS 5. 

     Figure 3.8 gives the voltage state of cell group E2 after one of the experiments. 

 

Figure 3.8 A voltage report of few cells from E2 cell group with initial burst of spikes. 
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As seen in the figure 3.8, there were initial signs that E2 (and the whole network 

correspondingly) was trying to fire but was stopped by strong inhibition (black region) 

coming in from cell group I. Thus we have a couple of waves of short spike bursts 

indicated by white rectangular blocks, and then the network dying out, certainly not what 

we wanted. 

     The next thing to look at was how NCS was setting up connections between cell 

groups. Default connection distributions followed an equal distribution algorithm. That 

means, all cells in the destination cell group were guaranteed to get almost equal number 

of connections from source cell group cells on average. It was suggested that we use a 

binomial distribution connection algorithm. 

     Figure 3.9 depicts the histogram of connections from cell group E2 (3186 neurons) to  

 

Figure 3.9 Histogram of binomial distribution algorithm for E2 to E2 self connections. 
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itself (self connections). Y-axis has number of connections made and x-axis has number 

of neurons from destination cell group. From the figure it can be seen that the number of 

connections made for neurons in the destination cell group (E2 in this case) are following 

a binomial distribution. 

     But the binomial distribution algorithm approach did not produce the expected result 

either. The model was checked and cross-checked against expected configuration results. 

For example, total number of synapses was one such parameter to be cross-checked. 

Various ratios of excitatory and inhibitory synaptic conductance were tried. Performing 

several experiments lead to a behavior similar to RAIN but not exactly RAIN, shown in 

Figures 3.10 and 3.11. 

 

Figure 3.10 Typical voltage report plot of E2 (subset of all cells from cell group E2). 
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     Figure 3.11 shows the membrane voltage tracings for the first 2 cells in cell group E2. 

The first cell spikes once initially and then quiets down due to initial inhibition where as 

second cell continues spiking at a fast rate. Here initial inhibitory wave is able to shut off 

a few cells but other cells continue to fire due to high excitatory conductance. Now we 

are seeing sustained activity but at higher repetitive firing rates. Excitatory and inhibitory 

synaptic conductance was 42 nS and 245 nS respectively. 

 

Figure 3.11 Membrane voltage tracings for first 2 cells in E2 obtained using Neuroplot. 

3.3.3 Final Setup 

     We were now close to achieving RAIN behavior. Fine tuning of parameters (mostly 

synaptic conductance again) resulted in desired RAIN behavior. The final configuration 
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was having FSV at 10,000. Random Poisson stimulus with 14 cells as earlier was kept 

same. The stimulus current had amplitude of 3 nA and was given to cell group E1 during 

the initial 50 ms period of simulation. Distance was still off. Network was fully 

connected with nine connections at 2% probability. 

     Network size was 4000 (E1 = 14, E2 = 3186, I = 800). Compartment and synapse 

parameters were same as in the benchmark model specifications. Synaptic delay was 

almost zero seconds. Excitatory synaptic conductance was 10 nS and inhibitory synaptic 

conductance was 100 nS, a ratio of 10, matching the one given in benchmark model 

specification. Synaptic absolute value was 0.250. Short-term and long-term synaptic 

dynamics were not defined as per the benchmark model and paper [68]. We will discuss 

those final results in Chapter 5. 
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Chapter 4 

Benchmarks for NCS 5 

     Benchmarks for NCS 5 are necessary to understand system performance and 

requirements of hardware for applications to operate in real time. At the time, there was a 

grant for purchasing new hardware. Since a fully functional cluster (Cortex) was already 

available the question was what kind of new hardware would be most beneficial. 

Recently a paper on Virtual Neuro-Robotics (VNR) was published in a new online 

journal [34] by researchers at the BCL (details about the system can be found here [18]). 

Since this involved a fully operational system (NCS 5 and a virtual robot), it was a good 

practical system to perform the benchmarks on. Using the results of this benchmarks as 

indicators, new hardware was to be purchased. 

 

4.1 System Setup 

4.1.1 Hardware and Software Involved 

     Apart from Cortex cluster, 3 PCs, a frame grabber card, an LCD monitor and a video 

camera were a part of the Virtual Social Robot (VSR) benchmark system. The system 

also used a driver for the camera, Webots [19], Universal Real-Time Behavior Interface 

(URBI) for Webots [17], Microsoft® Office® PowerPoint animation, NCS 5, BCS and 

Brainstem software applications. Brief details of the system setup (hardware and 

software) follow: 



 48

• The Cortex cluster was needed to execute NCS 5 and Brain Communication 

Server (BCS), also known as VoServer. The Opteron nodes of Cortex were used 

for the benchmarks. An AMD Opteron™ processor node is made up of two 

processors operating at 2.14 GHz with 4 GB RAM per node. The Cortex head 

node runs the Linux operating system with kernel release: 2.6.9-42.0.2.ELsmp. 

gcc version: 3.4.6 20060404 (Red Hat 3.4.6-3). MPICH version: mpich-1.2.7p1. 

• Brainstem was running on an IBM® Thinkpad® X60, having Intel® Core™ Duo 

processor with 2 GB of RAM. It runs the Fedora Linux distribution, kernel 

release: 2.6.16-1.2096_FC5smp. gcc version: 4.1.0 20060304 (Red Hat 4.1.0-3). 

• Another PC, an AMD® Opteron® Processor 250 (2.39 GHz) with 2 GB RAM 

and Microsoft® Windows® XP Professional Version 2002 Service Pack 2, was 

used to operate Webots and URBI for Webots software applications. This PC also 

had a PowerPoint file animation running on it. This animation has a blank slide 

initially. The next slide has animation of vertical black bars moving horizontally 

back and forth for 6 seconds. After the animation is over, a black screen is 

displayed till the user closes the PowerPoint slide show. 

• A third PC (Intel® Pentium® 4 processor, 1500 MHz, 1 GB RAM) was needed 

for using the frame grabber card (via PCI interface). It runs the Ubuntu, kernel 

release: 2.6.20-15-generic. 

• A Sony EVI-D70 color video camera was used to get the visual input stimulus for 

the VSR system. 

• An LCD monitor was used to display the PowerPoint animation. 
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 Except for the Cortex component, all other hardware and software in the system 

was present in the BCL. 

4.1.2 Setup 

     Figure 4.1 gives a schematic setup of the system employed for the benchmarks. A 

brief description of the hardware and software components involved in the system was 

given in previous section. Figure 4.1 shows the benchmark system interaction. 

 

Figure 4.1 Schematic representation of the benchmark system setup. 

     The PC, indicated as W, is set up to display PowerPoint animation on the LCD 

Monitor in front of the camera. The frame grabber (indicated as F) captures images from 

camera and gives them as input stimulus to Brainstem. W also has Webots and URBI for 

Webots running on it, which simulates a virtual AIBO robot. Brainstem passes on this 

input stimulus via BCS to the NCS 5 neural network. The neural network processes the 

input stimulus and sends a report back to Brainstem, again with the help of BCS. These 
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report values are interpreted into one of the three pre-determined actions for virtual AIBO 

by Brainstem and sent to Webots on W. The virtual robot acts accordingly. This 

completes the VSR loop. 

 

4.2 Procedure 

     The procedure for executing the benchmark tests is straight forward. It is as follows: 

• Assuming that all necessary files are present and the system is configured 

correctly. 

• Start the camera capture application such that images in form of JPEG files are 

being written to a location accessible by Brainstem. 

• Start the Webots server and then the application itself. (URBI for Webots support 

is already built-in to Webots). 

• Start the PowerPoint animation slide show. Note that initially just a blank (white 

screen) slide is displayed. 

• Start the BCS. 

• Now start the NCS 5 neural network simulation. 

• Start Brainstem with GUI. 

• This is the important part. Simultaneously press “enter” (or “spacebar”) to begin 

the slide show and “Start” button on Brainstem GUI to begin the simulation. This 

method is a bit crude and might induce errors of up till 500 ms. An automated 

approach to eliminate any manual error should be considered in the future. So 
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multiple simulations were done (about 5 per test) and a mean result was recorded 

to ensure consistency in the benchmarks. 

 

4.3 Tests Design 

     Tests were designed keeping the hardware aspect in mind. The neural network had 

cell groups located in two layers in different columns. Each cell group consisted of 16 (or 

a multiple of 16) neurons, because the input stimulus coming from Gabor filters on 

Brainstem had only 16 values. Hence a single value was given to each neuron (in cases 

where the cell groups had total neurons as a multiple of 16, stimulus was duplicated for 

each set of 16 neurons). The total number of neurons in each cell group was kept same 

for all benchmark tests. 

     All simulations were 1.5 seconds long. Stimulus duration (via animation slide show) 

was 6 seconds. The tests were carried out with 2 and 32 cell group configuration, running 

on 1, 2, 4, 8, 16 and 32 CPUs when possible. The total count of neurons and CPUs in the 

tests was always doubled in the scenario of the next level. In some cases, the number of 

neurons was increased by up to 16 fold as it was known that intermediate results were 

similar to the previous scenario. Only one processor was used from each node, thus 

utilizing 32 nodes at most. 

     The main idea in the experiment was to record the time it takes for a meaningful 

behavior state transition for the virtual AIBO robot (viz. from watch state to angry state). 

This time was recorded to a text file by the Brainstem code. Corresponding System Time 

Response (STR) was also recorded from NCS 5 debug output. STR was the time it took 
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for NCS 5 to execute the neural network from first time tick to the last time tick of the 

simulation. 

     Layer 1 was configured to get input from Vertical Gabor filter and Layer 2 got input 

from Horizontal Gabor filter. Layer 1 was associated with the angry behavior and Layer 2 

with happy behavior for the virtual AIBO. This was done by a piece of code in 

Brainstem. 

     The animation only had horizontal motion of vertical bars which were picked up by 

the Vertical Gabor filter and passed on to the cell groups in Layer 1. Thus the Vertical 

Gabor filter was always triggered by the PowerPoint animation. Cells in Layer 1 

receiving this stimulus had spiking activity. This activity of cells was recorded as reports 

and sent to Brainstem. 

     The report given to Brainstem was from the first 16 cells from the first cell group in 

each of the layers. The cell group in a Layer which had maximum firing activity over a 

small window of time was considered to be the winning cell group for that window of 

time. To help Brainstem identify this winning cell group more easily, the spike shape was 

set to 25 time ticks for Layer 1 cell groups and 26 time ticks for Layer 2 cell groups, 

allowing a maximum firing rate of 40 and 38.46 spikes per neuron per second, 

respectively. Thus, we had cell groups in Layer 1 always firing at a higher rate than cell 

groups in Layer 2, which changed the state of the virtual AIBO from watch state to angry 

state. 

     This arrangement of Layer 1 cell groups always winning did not affect the timing 

aspect of benchmark results. We were not concerned about the intelligence in the 
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behavior of the system, as this was a benchmark experiment for measuring timing 

performance. 

     Four basic scenarios were simulated in six tests. Description of the tests is as follows: 

• Test 1: This tested raw CPU power. There were no inter-connections between 

cells in the cell groups and hence no messages were passed.  

• Test 2: This test analyzed the performance of Message Bus code of NCS which 

uses local memory (RAM) component of the system. For this, only self 

connections were made in cell groups with 10% probability. Messages were 

passed by the Message Bus on the same node via local memory. 

• Test 3: Ethernet latency was tested here. Cell groups were now connected 

between each other with 10% probability. Self connections from Test 2 were 

removed. This made the Message Bus use MPI to pass messages across the 

Ethernet. 

• Test 4: This test made use of both local memory and Ethernet and served to 

complete benchmark scenarios. Thus Test 4 combined Test 2 and Test 3 models. 

Cell groups had self connections and were also connected to each other at 10% 

probability. 

• Test 3 B: Another set of Test 3 was performed, but with connections at 1%. This 

was to further analyze effect of number of connections and amount of message 

passing occurring in the network. 

• Test 4 B: Similarly Test 4 was duplicated with 1% connections. 
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Chapter 5 

Results 

     In this chapter, we will discuss results for our work. First we will take a look at final 

RAIN results and then look at results from the benchmarks. 

 

5.1 RAIN 

     Continuing from where we left off at the end of Chapter 3, let us see the final results 

for RAIN experiments. Figure 5.1 gives the voltage tracings for the first 4 cells from cell  

 

Figure 5.1 Membrane voltage tracings for first 4 cells in E2. 
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group E2. The spikes of all the cells are random, irregular and asynchronous indicating 

RAIN in the network. 

     Figure 5.2, 5.3 and 5.4 show the typical voltage report from cell groups E1, E2 and I 

respectively. We were able to obtain RAIN for both equal and binomial distribution 

connect algorithms. We have continued using the equal (forced) distribution algorithm. 

 

 

Figure 5.2 Voltage report plot of whole cell group E1 for final setup. 
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Figure 5.3 Voltage report plot of a few cells from cell group E2 for final setup. 

 

Figure 5.4 Voltage report plot of a subset of cell group I for final setup. 
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     Figure 5.5 is from the Vogels and Abbott paper [68]. It shows the firing rates for 

numerous combinations of synaptic conductance. The x- and y-axes are inhibitory and 

excitatory conductance respectively, with the color indicating firing rates as represented 

in the legend color bar. The black square in the figure indicates the operating point that 

was chosen by the authors of the paper. The light blue triangular region represents RAIN 

activity region (about 12 to 25 Hz). 

 

Figure 5.5 Firing rates for various combinations of excitatory and inhibitory synaptic 

conductance. [68] 

     We were also able to map out a similar triangular region with similar firing rates in 

our network, for different synaptic conductance, as shown in Vogels and Abbott paper in 

Figure 5.5. Corresponding plots have been shown in Figures 5.6, 5.7 and 5.8 for E1, E2 

and I cell groups respectively. The axes are same as in Figure 5.5, with color indicating 

firing rates. Each combination of synaptic conductance represents a simulation. 

     Figure 5.9 shows different types of Network activities, including RAIN. 
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Figure 5.6 Firing rates for various combinations of excitatory and inhibitory synaptic 

conductance (E1 cell group). 

 

Figure 5.7 Firing rates for various combinations of excitatory and inhibitory synaptic 

conductance (E2 cell group). 
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Figure 5.8 Firing rates for various combinations (I cell group). 

 

Figure 5.9 Types of network activity. [35] 
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     In fact, the RAIN regime itself has other similar patterns. Those are Synchronous 

Regular (SR), Asynchronous Regular (AR), Asynchronous Irregular (AI) and 

Synchronous Irregular (SI). In addition to these behaviors, Figure 5.9 shows 

Asynchronous + mixed Regular-Irregular (A + Mixed RI), Mixed + Irregular (Mixed + I), 

Dry and Dead behaviors. 

     RAIN activity has proven to be fairly self sustained as seen in Figure 5.10. Here the 

simulation duration was 20 seconds and RAIN activity persisted till the end of 

simulation. 

 

Figure 5.10 A plot from Analyze Raster MATLAB script for a subset of cells from E2 

showing that RAIN activity is present through out a 20 second simulation. 

     The plot has been generated from one of the versions of analyze raster MATLAB 

script, developed in BCL. The major feature of the plot is the raster plot with spikes 

shown as green dots and high firing rates by red dots (spikes with very low inter-spike 

interval). Other windows are showing average firing rate, fan out (variability), 
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spectrogram power of windowed mean rate, amplitude of top 10 frequencies, phase of top 

10 frequencies, and Eigen value correlation evolution of individual cells. 

     Experiments (inspired by [64]) to simulate sleep state (delta waves) brain activity and 

re-normalization of synaptic weights were also done with some success. These 

experiments used RAIN along with a modified network (E1, E2, E3, E4 and I, each 

having 800 cells) operating at FSV 1,000, negative ramp stimulus and RAIN pattern 

itself was used as a stimulus (taken from a standardized experiment earlier). Simulation 

duration was 15 seconds.  

     We saw in experiments that a RAIN network was more easily started (as seen in 

Figure 5.11) if a negative ramp stimulus was applied initially for about at least 25 ms. A  

 

Figure 5.11 Slow wave oscillations in cell group E1. [35] 
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sine stimulus with different phases (in experiments) was used as the background stimulus 

for this RAIN network. STDP (positive and negative Hebbian learning) was also used. 

     Figure 5.11 shows the voltage report plot for cell group E1 with slow wave 

oscillations in network activity. Figure 5.12 depicts a downscaling in synaptic weights 

gradually over the duration of the simulation, before stabilizing. This represents a similar 

decrease of biological synaptic weights and thus simulating the sleep model suggested in 

the Tononi paper [64]. 

 

Figure 5.12 Re-normalization of synaptic weights due to Hebbian learning. [35] 

     Another set of experiments followed, which studied the least number of cells that were 

needed to be stimulated with RAIN stimulus and the smallest network able to sustain 

RAIN. Negative ramp stimulus and RAIN stimulus were used. The stimulus were applied 
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for 100 ms and given to only 25 E1 cells (Setup was same as mentioned previously, E1, 

E2, E3, E4 and I, each having 800 neurons) at FSV 1,000. This produced RAIN activity 

in the network. Also, the smallest network that was able to sustain RAIN for smaller 

periods of time was a total of 1000 neurons at FSV 1,000. This has important 

implications in having real-time applications for RAIN. Later on it was found that a 

model of network size 2,000 neurons, operating at FSV 10,000 was more robust than the 

1,000 neuron model. 

 

5.2 Benchmark Results 

     The resultant times were recorded for first meaningful transition in behavior of the 

virtual dog (angry, watchful or happy) indicated by a GUI on Brainstem (Behavioral 

Time Response). The response times were recorded in a file “timerespond.txt” by 

Brainstem code. NCS 5 execution times were recorded from debug messages by NCS 5 

itself (System Time Response). 

     The values in the tables represent time in seconds. Two types of neural network 

models were used, one with 2 cell groups and another with 32 cell groups. The number of 

processors and-or cells are normally doubled while going on to the next level of test. In 

some cases where the results were remaining fairly constant, increments were more than 

double. 

     The number of processors range from 1 to 32. Values in bold indicate threshold after 

which the response was slower than real time (more than nearly 3 seconds). 

Corresponding system times are also in bold. CPUs represent the number of processors 
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that were used to run the brain model on. A value of “X” indicates a particular scenario 

was not necessary as it yields a similar result as in previous case or is beyond the range of 

our interest. A value of “NA” indicates that the resulting time was immeasurable. 

 

5.2.1 Test 1 

Behavioral Time Response (BTR): 

     Table 5.1 was split up into (a) and (b) because of space restrictions. Cell groups are 

depicted as follows. Consider the first column, 2 (16 x 1) in Table 5.1 (a). First number 

represents the number of cell groups in the model, here it is 2. First number in the bracket 

(here 16) is always the same in all cases. It represents the first basic set of 16 cells. 

Multiplication is shown by x. The second number in the bracket (here 1) is the number of 

sets of 16 cells that are present in the network. Thus total number of cells is calculated as 

2 x 16 x 1 = 32 cells. 

Table 5.1 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 

1 1.488 1.56 1.553 1.5 
2 X X X X 

 

Table 5.1 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs 
2 (16 x 128) 2 (16 x 512) 2 (16 x 1024) 2 (16 x 2048)

1 1.497 1.715 3.476 6.403 
2 X X 1.78 2.727 
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     Table 5.1 (b) shows that the maximum number of cells able to be simulated in real 

time for Test 1 using just a single processor, was 32768 (215). This is seen by bold value 

of 3.476 seconds in column 2 (16 x 1024) which gives 2 x 16 x 1024 = 32768 cells.  

Although, the thing to remember is that only half of the cells (Layer 1) here are spiking. 

Similarly 2 processors (2 CPUs) can simulate 65536 (216) cells, from 2 (16 x 2048) cell 

group column. 

     In Table 5.2 (a), the maximum number of cells that can run on 8 processors is 262144 

(218) (calculated as 32 x 16 x 512), since the BTR was 3.084 seconds (near real time). In 

Table 5.2 (b), real time BTR for 32 cells was 3.136 seconds. This result was obtained by 

a 220 cells model. 

Table 5.2 (a) Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 64) 32 (16 x 128) 32 (16 x 256) 32 (16 x 512) 

1 3.148 5.833 9.516 X 
2 1.332 2.963 5.532 9.2 
4 X 1.661 3.099 5.595 
8 X X 1.984 3.084 
16 X X X 2.255 
32 X X X X 

 

Table 5.2 (b) Results for 32 cell group neural network model (continued). 

Cell groups CPUs 
32 (16 x 1024) 32 (16 x 2048) 32 (16 x 4096) 

1 X X X 
2 X X X 
4 13.201 X X 
8 5.471 12.575 X 
16 4.265 7.766 16.274 
32 1.96 3.136 8.239 



 66

System Time Response (STR): 

     Tables 5.3 (a) and (b) give corresponding NCS system response for benchmark model 

of Test 1 involving 2 cell groups. 

Table 5.3 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 

1 13.12259 13.22949 13.09861 13.212824 
2 X X X X 

 

Table 5.3 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs
2 (16 x 128) 2 (16 x 512) 2 (16 x 1024) 2 (16 x 2048)

1 13.109415 16.211114 28.529475 53.849343 
2 X X 16.544322 29.765697 

 

     Tables 5.4 (a) and (b) give STR for 32 cell group networks. Real time STR for an 8 

processors simulation is 32.42 seconds shown as a bold value in column 32 (16 x 512) in 

Table 5.4 (a). 

Table 5.4 (a) Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 64) 32 (16 x 128) 32 (16 x 256) 32 (16 x 512) 

1 27.03646 50.714999 95.175041 X 
2 14.572991 25.910521 48.37169 93.730504 
4 X 16.112949 32.759438 63.190934 
8 X X 17.76706 32.42442 
16 X X X 22.061521 
32 X X X X 
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Table 5.4 (b) Results for 32 cell group neural network model (continued). 

Cell groups CPUs 
32 (16 x 1024) 32 (16 x 2048) 32 (16 x 4096) 

1 X X X 
2 X X X 
4 125.722244 X X 
8 60.879575 119.477107 X 
16 39.930199 80.739848 149.101989 
32 17.552403 32.711633 63.289575 

 

     Similar test setup and design was used to simulate other tests. The exception being the 

way the simulations were allocated on Cortex cluster to test local memory (Test 2), 

Ethernet latency (Test 3) and both (Test 4). 

 

5.2.2 Test 2 

Behavioral Time Response (BTR): 

     As seen from Tables 5.5 (a) and (b), the BTR for Test 2 are much higher than seen in 

Test 1 for the same network setup. 

Table 5.5 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 

1 1.5 1.547 1.54 
2 1.526 X X 

 
Table 5.5 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs 
2 (16 x 64) 2 (16 x 128) 2 (16 x 256) 

1 2.215 3.828 14.605 
2 X 3.894 14.487 
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     For example, maximum number of cells that could be simulated in real time for Test 2 

were 4096 (212) compared to 32768 (215) cells in Test 1. 

     Similar to Table 5.5, Table 5.6 also has BTR higher than Test 1. 214 cells were 

simulated in real time on 1 processor as indicated by BTR value of 3.773 seconds. 

Table 5.6 (a) Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 1.484 1.772 3.773 
2 X X 3.703 
4 X X 2.869 
8 X X 1.959 
16 X X 1.575 
32 X X 1.555 

 
Table 5.6 (b) Results for 32 cell group neural network model (continued). 

Cell groups CPUs 
32 (16 x 64) 32 (16 x 128) 32 (16 x 256) 

1 7.882 X X 
2 10.117 X X 
4 5.316 15.34 X 
8 3.861 11.283 X 
16 2.282 5.657 19.87 
32 2.223 4.515 10.693 

 

System Time Response (STR): 

     Tables 5.7 (a) and (b) give STR for 2 cell group models from in Test 2. 

Table 5.7 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 

1 13.09803 13.28663 14.30893 
2 13.11258 X X 
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Table 5.7 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs 
2 (16 x 64) 2 (16 x 128) 2 (16 x 256) 

1 22.63773 65.395473 319.41792 
2 X 65.818943 319.14783 

 

     Tables 5.8 (a) and (b) give STR result for 32 cell group model. Corresponding STR 

for 1 processor was 57.95 seconds. 

Table 5.8 (a) Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 13.670199 21.001584 57.946136 
2 X X 57.515205 
4 X X 34.955642 
8 X X 24.180679 
16 X X 19.032793 
32 X X 17.029839 

 

Table 5.8 (b) Results for 32 cell group neural network model (continued). 

Cell groups CPUs 
32 (16 x 64) 32 (16 x 128) 32 (16 x 256) 

1 217.13195 X X 
2 208.36749 X X 
4 111.24735 461.188195 X 
8 61.347211 235.667336 X 
16 37.932387 124.895976 641.814124 
32 25.951538 69.359208 331.443202 
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5.2.3 Test 3 

A) Connections between cell groups are at 10%. 

Behavioral Time Response (BTR): 

     The first part of Test 3 had cell groups connecting at a probability of 10% with other 

cell groups (across connections). Tables 5.9 and 5.10 represent results for 2 and 32 cell 

group brain models for Test 3 (part A). From Table 5.10, we see that as we go from one 

model to the next, the number of processors required in maintaining real time RTB 

quadruples instead of doubling as was the case in Test 1. 

Table 5.9 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 1.641 1.712 1.81 3.397 13.525 

 

Table 5.10 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 X X X X 
2 3.532 13.811 X X 
4 2.18 7.255 NA X 
8 1.884 4.129 16.903 X 
16 X 2.652 9.759 X 
32 X 1.792 5.732 NA 

 

System Time Response (STR): 

     Table 5.11 and 5.12 portray results for 2 and 32 cell group models in Test 3 (part A). 

The number of cells simulated in real time using a single processor was 2048 (211). This 

is half of the number of cells from Test 2 and much lesser than in Test 1. 
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Table 5.11 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 13.12612 13.21849 16.17487 34.92781 125.11506 

 

Table 5.12 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 X X X X 
2 34.422668 125.05567 X X 
4 22.45127 64.848998 303.018165 X 
8 16.948477 37.863951 145.126107 X 
16 X 25.423113 78.529517 X 
32 X 18.61824 45.640834 175.67498 

 

B) Connections between cell groups are at 1%. 

Behavioral Time Response (BTR): 

     Part B of Test 3 had cell groups connecting across at 1% with other cell groups. Table 

5.13 and 5.14 depict results for 2 and 32 cell group models in Test 3 (part B). 

Table 5.13 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 

1 X X X X 
2 1.525 1.548 1.784 1.735 

 
Table 5.13 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs 
2 (16 x 128) 2 (16 x 256) 2 (16 x 512) 

1 X X X 
2 2.07 6.841 NA 
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     The number of cells simulated in real time using 2 processors was 8192 (213). 

Reducing connection probability increases the capacity of processors to simulate larger 

models, because message passing has reduced due to fewer connections, as expected. 

Table 5.14 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 32 (16 x 64) 

1 X X X X 
2 2.226 6.184 X X 
4 1.82 3.36 13.39 X 
8 1.7 1.99 7.024 NA 
16 X 1.832 4.19 NA 
32 X 1.684 2.551 8.976 

 

System Time Response (STR): 

     Again tables were needed to be broken up into (a) and (b) to manage space as seen in 

Tables 5.15 (a) and (b). 

Table 5.15 (a) Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 

1 X X X X 
2 13.09831 13.10969 13.26272 13.22319 

 

Table 5.15 (b) Results for 2 cell group neural network model (continued). 

Cell groups CPUs 
2 (16 x 128) 2 (16 x 256) 2 (16 x 512) 

1 X X X 
2 20.005084 56.4378 225.97363 
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     Table 5.16 gives STR results for 32 cell group models. The number of cells simulated 

in real time for Test 3 (part B) is approximately three times more than that of Test 3 (part 

A). 

Table 5.16 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 32 (16 x 64) 

1 X X X X 
2 19.613465 53.431618 X X 
4 14.920719 31.402475 107.582508 X 
8 13.669482 21.319482 57.376585 243.18132 
16 X 16.233758 34.713016 123.02606 
32 X 13.850684 23.16983 65.592769 

 

5.2.4 Test 4 

A) Connections between cell groups at 10% and self connections in cell groups at 10%. 

Behavioral Time Response (BTR): 

     Tables 5.17 and 5.18 represent results for 2 and 32 cell group models connected at 

10% probability in Test 4 (part A). From Table 5.18 we see that, as the total amount of 

cells in cell groups inside the neural network were doubled, the number if processors 

were needed to be increased four-fold to keep the BTR response id the system in real-

time (around 3 seconds). 

Table 5.17 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 1.631 1.735 2.114 5.755 NA 
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Table 5.18 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 X X X X 
2 3.784 14.316 X X 
4 2.213 7.444 NA X 
8 1.983 4.209 NA X 
16 X 2.728 10.636 X 
32 X 1.895 6.915 NA 

 

System Time Response (STR): 

     From Tables 5.19 and 5.20, we see the same trend of quadrupling number of 

processors for next level of model to be kept in real time, as was seen in Test 3 and BTR 

results of Test 4. 

Table 5.19 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 13.15775 13.71662 21.43926 58.89992 270.03817 

 

Table 5.20 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 

1 X X X X 
2 35.925011 131.80859 X X 
4 23.134739 67.815451 323.774671 X 
8 17.109711 38.952764 154.702883 X 
16 X 25.849791 87.555658 X 
32 X 19.160225 54.862979 245.92971 

 

 



 75

B) Connections between cell groups at 1% and self connections in cell groups at 10%. 

Behavioral Time Response (BTR): 

     Tables 5.21 and 5.22 represent results for 2 and 32 cell group models connected at 1% 

probability between cell groups and 10% for self connections in Test 4 (part B). 

Table 5.21 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 1.528 1.62 1.813 3.156 13.055 

 

Table 5.22 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 32 (16 x 64)

1 X X X X X 
2 1.557 2.188 8.144 NA X 
4 1.563 1.893 4.244 17.817 X 
8 X 1.678 2.444 9.621 NA 
16 X X 1.864 6.223 NA 
32 X X X 4.299 16.573 

 

System Time Response (STR): 

     Contrary to results from Test 3 (part A and B), the difference in performance for Test 

4 (part A and B) is not that large, as seen from Tables 5.23 and 5.24. 

Table 5.23 Results for 2 cell group neural network model. 

Cell groups CPUs 
2 (16 x 1) 2 (16 x 16) 2 (16 x 32) 2 (16 x 64) 2 (16 x 128) 

1 X X X X X 
2 1.528 1.62 1.813 3.156 13.055 
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Table 5.24 Results for 32 cell group neural network model. 

Cell groups CPUs 
32 (16 x 4) 32 (16 x 8) 32 (16 x 16) 32 (16 x 32) 32 (16 x 64)

1 X X X X X 
2 13.724195 24.441637 75.432045 343.89577 X 
4 13.196295 17.401348 41.606433 162.96342 X 
8 X 14.309163 26.491229 83.442747 382.899589 
16 X X 19.859836 54.70997 217.900018 
32 X X X 37.58362 129.584271 

 

     Although across connections were dropped from 10% to 1%, the reason is the 

additional overhead of passing messages on local memory due to 10% self connections. 

 

5.2.5 Graphs 

Effect of Message Bus Code Due to Spikes 

     In this analysis we take a look at the effect of delay due to spikes occurring in the 

neural network. We have calculated the total number of spikes for a network during 

simulation. The System Time Response (STR) was then taken in terms of µ-seconds and 

divided by total number of spikes to give “Microsecond / Spike”. This value indicates 

how much computation power was spent on two major code portions, viz. message bus 

code and code dealing with maintaining state (like compartment equations) of the neural 

network. A large value indicates that processors were mostly busy executing the message 

passing code and a small value, say 1, indicates that the processors spent more time on 

executing compartment state code. 
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     Log plots (cells vs. delay) were employed to better demonstrate results, as the tests 

mostly involved doubling of cells and processors. An important point to note here is that 

true results are seen only when a neural network is spiking near its maximal spiking rate. 

     Figure 5.13 represents a comparison between Tests 1 and 2 done on a single processor 

with only Layer 1 spiking. Initially Test 2 seems efficient, but after 1024 cells mark, Test 

2 processor begins to spend more time on Message Bus code for message passing. This 

happens because, neural network in Test 2 starts firing maximally (40 Hz) only after 

1024 cells mark showing the true result. Note that Test 1 curve is a straight line with 

slope 1. This means that a processor is utilized optimally for both pieces of code, as 

number of cells increases (also referring to intermediate results). 

 

Figure 5.13 Test 1 vs. Test 2. 
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     In Figure 5.14, we see a comparison between Test 3 and Test 4 performed on two 

processors with both Layers spiking. Again, we see that for first mark (32 cells) Test 4 is 

not spiking much, thereby having a low Microsecond / Spike value. For remaining points, 

as expected, processors spent more time on Message Bus code for Test 4 than Test 3. 

Because Test 4 has more messages being passed due to self connections in cell groups 

which are not present in Test 3. Another thing to note is that as number of cells keeps 

doubling, Microsecond / Spike value increases non-linearly in models where Ethernet (or 

local memory) is involved. 

 

Figure 5.14 Test 3 vs. Test 4. 

     Figure 5.15 compares Test 3 at 10% and 1% connections on two processors with both 

layers spiking. Again we see a similar trend here. As the 1% connected neural network 

starts spiking maximally (after mark of 512 cells), it has small Microsecond / Spike value 
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than 10% connected model. In fact, when this value is increasing in 10% model, it goes 

on reducing slowly in 1% model. 

 

Figure 5.15 Test 3 - 10% vs. Test 3 - 1%. 

     A similar trend is seen in Figure 5.16, Test 4 at 10% and 1% connections on two 

processors with both layers spiking. The difference is that the Microsecond / Spike value 

in 1% model also goes on increasing, as in case of 10%, albeit lesser than 10%. As 

expected, reducing number of connections yielded in lesser time being spent on Message 

Bus code, when the neural networks were spiking near their maximum spiking rate. 

     From the plots we see that having spikes causes message passing in the NCS 5 

Message Bus, thus making the processor spend more time on that piece of code. Large 

simulations not involving Message Bus (Test 1) have greater efficiency, by almost an 

order of magnitude compared to local memory and Ethernet simulations (Test 2, 3 and 4). 
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Figure 5.16 Test 4 - 10% vs. Test 4 - 1%. 

     Looking at Test 3 and Test 4 (local memory vs. Ethernet), for 32 (16 x 8) cells running 

on 16 nodes the behavioral time responses are comparable (2.65 and 2.73 seconds 

respectively). We get values of 105 and 107 µ-s/spike, a difference of 2 µ-s/spike. So we 

can roughly say that Ethernet is 2/100th or 1/50th or 50 times slower than local memory. 

 

Real Time Behavioral Response of the System 

     We now compare all the basic four tests for real time behavioral responsiveness. A 

Log plot (processors vs. cells) is used again for previously mentioned reasons. The 

closest cell and processor combinations were noted where the system showed that it was 

just or slightly above real time. Selecting points near or faster than real time reduced the 

number of plot-points, especially in case of Test 3 and Test 4. 
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     Figure 5.17 shows comparison of real time behavioral response. This indicates that 

processor cache is the fastest medium for message passing and copes best with increasing 

network size. Doubling the cells and processors achieves real time responsiveness of the 

system in Test 1. Test 3 and 4 had the same data points and hence are shown by the same 

line.  

 

Figure 5.17 Comparison of real time behavioral response. 

     Test 1 is a straight line with slope 1. Tests 2, 3 and 4 have their plot as a straight line 

but with slope not equal to 1. This means that, simply doubling processors for an increase 

in number of cells, as in Test 1, does not maintain real time system response. Number of 

processors was in fact increased four (or even eight) times for a two-fold increase in cell 

count, to maintain real time behavior. The point that Ethernet is slower by almost an 
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order of magnitude (in terms of network size) than local memory is seen by comparing 

Test 2 and Test 3 and 4 lines. Number of cells simulated by Test 2 is almost 10 times 

more. 

     Similar scenario arises when we compare Test 1 and Test 2 plots. Processor cache is 

faster than local memory for message passing. Number of cells simulated by Test 1 is 

about 10 times more than Test 2. This is ever so true as the network size increases. 

Other Important Observations 

• The major time consuming factor in NCS 5 is message passing due to spikes. 

• Organization of the number of cells in connected cell groups is important. For 

example, in Test 2, for same number on cells (4096) executing on same number of 

processors (1) yielded a significant difference in behavioral (2.344 seconds) and 

system response (51.7 seconds). The difference in these setups is that the first 

case had 2 cell groups and the latter had 32 cell groups. So the number of 

synapses per processor is different in the two cases. Each processor has a limit to 

the number of synapses it can compute or update in real time. First case has 

838,860 synapses (2 connects x ((16 cells x 128 cells)2 x 10%)) and in the second 

case there are 52,416 synapses (32 connects x ((16 cells x 8 cells)2 x 10%)). This 

is an important point to be kept in mind when designing neural networks with 

NCS 5. 

• In case of massive networks, the delay in processing was so large that the BCS-

Brainstem buffers were full almost immediately, as NCS was not ready to accept 

incoming stimulus. Due to this, input stimulus (6 seconds duration) coming in 

after the buffers were full, was lost. Thus there was no behavioral response in the 
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system as input stimulus was missed and the reason for having “NA” in results for 

few experiments. 

• Another system issue is the report files. When a model has reports, they are stored 

in files. Writing to a file requires disk I/O, which is slower than fast Ethernet 

connection. So in case of large report files, the simulation slows down slightly 

because NCS 5 needs to write to disk before it can proceed to simulate the next 

time tick. This was taken into consideration while performing benchmark tests by 

recording results from the simulations in which reports were turned off. To find 

total number of spikes, a duplicate simulation was done with reports on. 
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Chapter 6 

Conclusions and Future Work 

6.1 Conclusions 

     Models of neural network demonstrating RAIN behavior were developed successfully 

[24]. After detailed analysis and experimentation, the key factor for generation of RAIN 

activity in our neural networks was found to be the self connections in the inhibitory cell 

group. These self connections in inhibitory cells act as a meta-parameter which controls 

the amount of inhibition applied to excitatory as well as inhibitory neurons in the 

network. This is also representative of a feedback mechanism for the inhibition system. 

     RAIN has the promise of being the stepping stone for a major breakthrough principle 

in simulating mammalian (especially human) brain activity and behavior, sought after by 

those in computational neuroscience and other fields. As mentioned in Chapter 5, RAIN 

was successfully used to give a demonstration of slow wave deep sleep (delta waves). In 

conjunction with Hebbian learning, re-normalization of synaptic weights was modeled as 

an effect of delta wave oscillations found in biology [35]. 

     Other experiments like the paradigm of “winner takes most” were done, but with 

small degree of success. 

     Benchmark test results have shown that the major bottleneck is the messages (spikes) 

that are sent to cell groups. Irrespective of hardware medium, CPU cache, local memory 

or Ethernet used, message transmission is the single most computationally expensive 
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feature of NCS 5. With respect to hardware, as expected Ethernet is the slowest, followed 

by local memory and then CPU cache. 

     Upgrading of hardware raises a basic question. Do we need more computation power 

in form of large number of CPUs or a limited computation power with a high speed 

interface? Obviously this is a tradeoff which must be achieved depending upon future 

requirements. If large numbers of CPU are needed, they can be used along with Ethernet 

or similar relatively cheap interface, sacrificing performance. Otherwise money could be 

invested in a shared memory system, where number of CPUs is sufficient and faster 

communication happens through shared memory. 

     Another alternative is to get few nodes with latest multi-core processors (for example 

32 processors per node) which would be connected with an InfiniBand network interface. 

This interface has speeds ranging from 2 Gbit/s to 96 Gbit/s in theory. 

     A fourth alternative is to look at new innovative architectures, like Lightfleet 

interconnect machines [11]. 

     Neural modeling using computational devices has an important role to play in the 

future. To understand and unravel the mysteries of the brain and theory of cortical 

computation there is a need of tight combination between theoretical and experimental 

results [26]. Simulations along with the experiments are being successfully used by 

computational biologists to understand and predict the quantitative behavior of complex 

systems [67].  
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6.2 Future Work 

     Many experiments based on the RAIN concepts have happened with small amounts of 

success. Re-evaluating them might prove useful to further them or sprout new ideas off of 

them. Simulating sleep and its effects with the help of RAIN need to be investigated 

further. Application of negative stimulus and use of RAIN itself as the driving 

stimulation needs to be studied in great detail. Models depicting “winner takes all” and 

“winner takes most” behavior in single and multiple networks, using RAIN, need to be 

modeled accurately. 

     Research is currently underway in the BCL to study pattern recognition in audio 

stimulus with help of RAIN and learning. Autism models will soon be developed using 

RAIN based neural networks. Application of visual stimulus in RAIN neural networks is 

also a pending project on the lines of audio stimulus project. Projects exploring 

possibility of applying RAIN principle to model and simulate memory, learning, 

consciousness and various other human principles are an exciting prospect. 

     The benchmark tests revealed that there is a scope for either improving or re 

implementing the Message Bus with new principles. One feels there are still some small 

optimizations that could be done to NCS 5, so as to better suit the current hardware 

configuration. The prospect of adding new features, like XML support, is still open. 

     Another interesting project prospect would occur if multi-core PCs were bought. 

Current version of NCS 5 simply creates multiple copies of itself to execute on different 

nodes. This is actually inefficient in terms of system resources like memory. An 

alternative suggested requires significant changes to the NCS. The new model would 
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involve one main copy of the Message Bus. This copy would co-ordinate message flow 

across nodes and the nodes themselves will only have light-weight NCS process 

consisting of code required to update cell group dynamics. Messages between these light-

weight NCS processes would travel via shared memory implemented using the local 

memory of that node. Thus multi-core architecture resources would be utilized optimally. 

This offers a very good solution for expanding the performance efficiency of NCS. 
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