Semi-Automated

Analysis Software

for a Novel Biochemistry Assay

Joseph M Vesco, Frederick C Harris, Jr.,
Sergiu M. Dascalu

Department of Computer Science and Engineering
University of Nevada, Reno
Reno, NV 89558, USA

Abstract—Some of the work done in the Baker lab at the
University of Nevada, Reno has been directed towasdthe
analysis of muscle tissue in a single molecule amgement.
The process is a novel high-throughput single molate
binding assay, or SIMBA for short. This assay is
performed by binding the myosin molecules of the macle
tissue to a coverslip and looking at how the fluoszently
labeled actin filaments bind to these myosin as inged
with a fluorescence microscope. The conditions anearied
and the effects on actin-myosin binding kinetics a
observed. In order to analyze the binding times and
unbound times a researcher must observe the interions
and manually collect the data. This particular metlod of
data collection is tedious and time consuming theby
making this portion of the experiment the “rate limiting”
factor for producing results in a timely manner. As this
can take many hours to analyze a one minute long mi@
an automated or semi-automated solution would be
beneficial to this assay. This paper presents theedign and
implementation of a semi-automated solution for
identifying and tracking a variable number of objeds that
exhibit a multitude of behaviors, and extracting tre
specific behaviors of motion and stagnation as wedls the
duration of these behaviors.
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I INTRODUCTION

The Baker Lab at the University of Nevada, Rencs ha

developed a novel high-throughput single molecuteding
assay (SiIMBA) to measure the affinity of the musmleteins
actin and myosin under varying conditions. Sincgosin
behaves differently in an ensemble,
researchers a powerful tool for studying the kioetit a single
molecule level which may give insight into coopamt
aspects of muscle dynamics. The data analysishferassay
involves manually observing and counting bindingrgg and
unbinding duration.  Although the experiment is Hig
throughput, in that many different conditions can duickly
tested, the analysis is the rate-limiting step,itagvolves
many hours for a researcher to analyze a singleienov

Development of an automated, or even semi-automate

this assay sgive
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analysis software program would dramatically imgrothe
usefulness of this new experiment.

The problem was that the only available methodnalyaze
the movies produced was to sit and watch each iohai
particle and plot the times they moved or did navenand
record this as a new event every time this statmgbs. Fig. 1
shows a single frame from an assay. From this imegean
see how this is a tedious analysis process andeam large
time constraint of the overall experiment.

Figure 1. Sample frame from an assay

The frame shon in Fig. 1 and the next frame inabsay
show two different occurrences that increase tradletge of
particle tracking. In Fig. 1 the lower circle (reayhlights two
particles, and when we look at previous frames avesee that
one is moving. In the next frame they are in tlenes
position. To properly track this moving object,eomust
determine if the moving object is the same objectafore
when these two objects are later separated. Ifithilse same

bject then the duration of the objects state iteraded,
though if the previously stationary object now intion a new



event would begin and the previous event would hfenaed.
The object marked with the upper circle (greenj tbavisible

in the movie frame shown in Fig. 1 is then no langsible in

the next frame. Although this particular object slseme back
in a future frame, we must ask ourselves how lomglaject

can be missing before being considered to be ardiit object
and again thereby creating a new event.

There have been non specific programs that thehéb
pursued to no avail. As these programs were dedidoe
tackle a multitude of problems, they for one lackiub
simplicity needed to avoid a steep learning cumé did not
give desirable output. In order to solve this éssficollecting
data manually, the software needs to read the e, dilter
the images, process this data to determine alhefabjects
and events, and then create the needed statistiastimely
and accurate manner. Designing and developing acdtwo
assist this process could unlock a valuable assaynfiscle
protein research labs across the world. As datlysisds the
only limiting step in the experiment, with a sucsfes
implementation of analysis software, this experimeould
qualify as a true high-throughput technique.

The rest of this paper is structured as followscti®a I
covers the scientific background, in Section Il present our
proposal and software design, and in Section |Vpnesent
our results, which are followed by our conclusiams future
work in Section V.

I BACKGROUND

A. Problem Description: Biochemical Assay

An image representing the general muscle modelgnZ
shows one moment of how the components myosin atid a
interact (arm and chain) [6]. These bind, have wearcstroke
which contracts the muscle, and then release sdhano
binding can occur. It is these states of beingniboand
unbound that are sought in regards to the SiMBAayss
order to further understand the behaviors and actems of
myosin and actin all the way up to the overall hétraof a
working muscle.

Visible actin fragments labeled with a fluorophaiéuse
in solution with unlabeled (invisible) myosin prote affixed
to a slide surface. The singular myosin moleculesspaced

approximately 1/26m? This experiment is viewed through a

microscope with a resolution of g x 54um (512 pixels x
512 pixels) and an exposure rate of 0.1 (10 frapeesecond)
for 180 seconds. The raw data is collected from ikoiN

microscope and Roper charge-coupled device (camer

Images, in the form of movies, are collected widmkdmatsus
Simple PCI program [4].

The scrutiny a researcher must perform in the amly

stage of this experiment can last many hours. Bieldping
an automated or semi-automated solution, this tfrenalysis

can be greatly reduced. Certain issues are comrhah t

prevent this program from being a fully automatetltson.
For instance, at uncertain times during a movieam®bject
moves from one location to the next, the size oblaject from
the cameras perspective may increase or
significantly. A range for the size is attributeal éach object

for motion detection, but at times the size mayeext a
reasonable range there by making the object ID céstsal
with one particular object to be different than previous
frames. This may be due to at least two situati@Qre cause
is that the camera's focus may shift causing aibhtyif not a
complete removal of all objects from the framesspective.
Second, the “flow cell slide" has a bit of spacehia z-axis
(perpendicular to the slide plane) between the relidie and a
cover that actin can travel through. Although thsace is
limited, there is still enough room for the actinrhove out of
focus and cause an object focus shift.

If the first issue is present for more than 2 framall
events are ended and new events start when the retsf
ended. In the latter case, the same outcome asopsiyv
stated occur on an individual basis. This can lead
inaccuracies that can be avoided but are difficututomate.

Actin

Figure 2. A general muscle model [6]

B. Desired Results

The needed statistical results are time bougjl ghd time
unbound (). Since the myosin is not visible to the
microscope, these binding events are observediaydd actin
particles. The labeling agent used is a fluoresciet from
Alexa [8].

In order to calculate these we need to perform siomage
processing. Typically in an image processing apgibo there
are certain fundamental functions that are nee@iedse may
include but are not limited to erosion, blur, armteshold.

Iso the imported data is most likely in a movienfat. It is

ometimes necessary to convert these movies idigidial
frame images. These were done with OpenCV [3],duet to
space limitations we will not go over these basiactions
typically needed for image processing and moticea®n.

. SEMI-AUTOMATED ANALYSIS SOFTWARE FOR ANOVEL
BIOCHEMISTRY ASSAY

A. Proposed Software Process

decrease We are proposing a novel software package for motio

tracking and analysis of the movies produced bySigBA



experiment. The high level method this program usesbe to each object which is used in the display portidnich is
summed up into six different stages of processiing data is discussed later. For each subsequent frame, ifvaobgect is
imported and converted to an image format thatéslable by detected, its ID will start at n to avoid multiptdjects with
the program. These images are then processed lemedi  the same ID.
Next, the program processes each frame to locatt an Data Analyzing and Event Coordination: The purpose of
determine the size of all objects present. Thisrimftion is  this step of the process is to analyze the retrelata and find
then analyzed to determine the events throughautrtbvie. for each object its time and duration of being biand
The fifth stage is the user interaction and conwblthe unbound and locate all binding sites. For each &aavery
software to change any parameters to get the hesstitje  object is compared with the previous frame at theremt
output. The final step is not dealt with in thiogram but objects location. If an object is present withimser defined
instead is an analysis by the program Origin [Sfiétermine  radius, the ID and color of the current objectdsigned to this
the overall behavior of the objects in the moviegayerating new object. If the position of an object in the\poais frame is
a histogram. A lower level view of this processlwibw be  within a smaller radius it is determined to be matving. If it
examined. is outside of this radius is it determined to beniotion. Every
Import Data: The first goal is to convert the video data object has in its data structure the number of &=t has
into images and import these images into our so#wa been present and if it has been in motion or neethan this
package. This starts with moving the images from3imple radius comparison.
PCI format (CXD) to an AVI file format. Once théeo is in User Interaction and Control: At this point the user can
an AVI format we can read it in with OpenCV. alter the various thresholds, turn blur on or offust save the
Image Processing:The initial frame images are not ideal current state of the program and quit. The userfate was
due to the aforementioned issues, namely irreguladesigned to gain the best possible analysis of eamfie by
illumination and a low contrast between the backgband allowing the user to adjust certain parameterscaoant for
the objects being analyzed. These frames are€fitém the unforeseeable situations.
following manner. The original image is an RGB irmaghich Final Output and Analysis: As stated previously, the
means that the image has three layers of colors i§hnot  desired information at this time is the time boutg) and
necessary and in fact makes it less efficient tarlateps to time unbound (k). Two files are output for each of these
have multiple color layers. By using a splittinghétion, the  event types. In these files are recorded all oetwwes and the
RGB image is converted to a grayscale image. duration of these occurrences. These numbers asa th
A sample of the frame image is taken to determim® t imported to the software Origin [5] to generate istdgram
amount of threshold needed. The amount of thresteoides and for further analysis.
from 15 to 100 of the greyscale values (0-255) ianapplied .
using the Threshold Binary method [2]. This allowse B. Software Design
background to have a value of zero (black) and pixgl Following standard software engineering guidelines,
attributed to an object will have a value of 25%ige). This  Put together the main functional [10] and non-fiowal [9]
threshold is applied and removes any backgroundenand requirements of SANoBA. _ _
distinguishes the objects in the frame. ancnonal Requirements: The most important functional
Next, an optional Gaussian blur is introduced tostnthe ~ requirements of SANoBA are: _ _
edges of the objects and to reduce to amount afldas of the ~F1. The system will convert movie files to imadedi
objects themselves when the threshold functioraiied. This ~ F2. The system will process raw images.
option is on by default, though can be turned dffolt may be ~ F3. The system will locate objects in the images.
necessary when the density of objects presents mhjegts F4. The system will track objects over consecuitivages.
that are very close together. If there are mangeciobjects, F5. The system will disregard objects outside odea size

—

the Gaussian blur may combine multiple objects intwe threshold. . . _

thereby giving false readings. Lastly, the imagsased as a F6. The system will allow size threshold adjustreeat run

PGM type image to a folder that is named accordinghe time. _ _ _

current blur amount. This folder naming conventaiows for ~ F7. The system will allow motion threshold adjustitseat run

non redundant processing if multiple settings asted and time. _ _ _

possibly reverted to a previous blur level. F8. The system will allow adjustment for amount tohe
Image Analyzing and Object Coordination: After all object can be gone.

images are processed, the program moves on tosa'g]a[ythe F9. The SyStem will a”OW blur adjustments at rumet. 31
image and determining the objects locations in efmame. F10. The system will store unique sets of framesetiaon
When each object is found in its entirety, its singl location threshold settings.

are inserted into a data structure. Each framehaitle its own ~ F11. The system will allow the user to add objects.

array of objects with their location, size, ID nuentand color. F12. The system will allow the user to remove ofsiec

The ID number is assigned to each object of thet frame  F13. The system will allow the user to rename dbjec

from O to n where n is equal to the final numbeobfects in  F14. The system will allow the user to navigate r@ov

the frame. To aid in visual analysis, a color vakialso given F15. The system will allow the user to animate reovi
F16. The system will allow the user to control eamment.



F17. The system will output event data to a file.

Non-Functional Requirements: The most important non-
functional requirements of SANoOBA are:

N1. The system will run any machine with Windows 7.
N2. The system will be implemented using C++.

N3. The system will use OpenCV.

N4. The system will be easy to learn.

N5. The system will allow keyboard input for furaris.

N6. The system will allow input by graphical intecé.

N7. The system will allow mouse input for selectiand
navigation.

The system will process any length of moviewdd by
available drive space.

The functionality of SANOBA has been defined usirgg
cases and scenarios. The functionality of SANoBAaigtured
in the use case diagram shown in Fig 3 at a higkl lef
abstraction. This was done to help identify the ma@isms
through which the user would interact with SANoBA he
use cases were also compared with the requirenusitig a

Traceability Matrix (See Fig. 4)

N8.

UC1. Install OpenCV 2.1
UC2. Open data at runtime

UC3. Set parameters for analysi sJ

UC4. View details ofobjects]

Installer UCS5. Change available objects at run time]

UCB. Change available objects identity ]

UCY7. Navigate processed visual data]

UC8. Animate visual data

UC9. Control speed of animation]

UC10. QuickView of last viewed ﬁ'ame]
UC11. Control Ul environment I

UC12. Save state at program exit ]
UC13. Resume saved state at start up]

Histogram
Analysis

User

UC14. Output data for further analysis

Figure 3. Use cases for the data analyzing system

The class diagram for SANOBA is presented as adegrd
to the specifications in [1]. Fig. 5 lists all tle@asses in
SANOBA as well as most of the major functions. Doesize
constraints, certain trivial variables and functidmave been
omitted, as have OpenCV inherited functions.

C. User Interface

The idea behind the icon style of the Ul is to madhes
software easy to use. The goal of this softwar® ibave as
little involvement on the user side as possiblethWhis in
mind, the amount of customization is relatively it as
compared to competing applications. The entireiegibn is
run through the main user interface window withepton of
a secondary window that will be discussed shottlthis Ul is
resized, the window and mouse coordinates will afger
normally. All of the available functions are shoasan image
that corresponds to its function. For example, thiext
frame” button is of an arrow and the function tslabws or

Use Case

Functional

Requirements

MNon-Functional

Figure 4. Requirements traceability matrix

[ Object l==-:--
Position (x, y) : integer ®
Size : integer 1
W Color (1, g.by: loat Mals Window
1D integer o ma - const char", MouseCalback | event]
State (ton, foff) : bool Showimage(WindowName - const char”, Image - const aray")
Time  integer | rawOsject ki)
setPosition(Posiion : integer); [N
getPasition() : integer; !
setSize(Size : integer); H
getSize() : integer; H .
setColer{Color : float); - Image
getColor() : Color; [Width - ntagar
setiD(ID : integer); Height : infeger
getiD() : ID; Poxel Value - integer

|getimagelnfo(Rows - integer, Columns * integer)
isetimagelnoRows : integer, Columns : inleger].
IsetPixelVal(Position : integer, Pixel : integer),
etPixefVai(Position - integer} - integer

setState(State : bool].
getState) : bool;
timeReset();
timelncrement();
getTime() : intager;
setTime{ Time : inleger]

imageFunctions

{Video Name - siring)
1

'
OpenCV Functions

. 1 |GeNuUMBerOTF rames (VideoName - sting)

ninger ~#———fconvertVidea(VideoMame : string)

nos (Dist inreshoidimage(ImageName  const char”, Threshoidvalue : iterger)
p ot

jgeDistance() : float

Figure 5. Class diagram for SANoBA

hides the names of each object is represented byage of a
name tag commonly seen at conventions. There alépta
methods to perform many of these available funstiem as to
not limit the user to any one method of controle3é include
the use of the keyboard and mouse navigation tbas chot
involve the icons, both of which will be discusdater. The
available functions and how they are used are d&smliin
detail in Section IV.

The Secondary Ul is a window that will pop up wheen
particular object is to be renamed. This windowowa#i the
user to navigate through the movie without losimgjrt current
position.



IV. RESULTS

A. Main User Interface

This section covers how someone may interact aitideu
the application to ensure proper resukgy. 6 presents the
main user interface. To run this software on a wemputer
certain dependencies are required and are inclindethe
deliverable software package. Nakee violet numbers in Fi
6 have been added to help identify certalaments. These

elements are listed in Tablehd are described bel.

LoQeeceEaca

Figure 6. Main user interface

The Objects Window (1) is where the processed images

arranged and thaser can see how the objects analyzed
and represented throughout the entiretythe movie. On the
first frame of each movie there iged bar (2) present t aid

the user during theanimation of the movie. The seco

window in the main Ul is thénformation Window (3) that
contains the pertinerimformation of all objeci present in the
current frame. In this window theurrent frame number (4),

object IDs (5), X and Y coordinates of each object (6
object size(7), object state(8), object state duratior (9) and
arrows (10) are shownwvhen needed. The arrows are ¢

visible to the righ of the list of items in the informatic
window if there are more objects olef than this window ca
hold. The up and down keyboard arrows scroll through
the list of objects and files.

TABLE 1.

Objects Window

Red bar that ipresent at the top of the first frame o
Information window.

The current frame number.

IDs of object in current frame

X and Y coordinates of each object in current fr

The size of each object in the current frame

The state of each object in the current frame

How long that object has been in its current

10 Arrows only present when more objects than thechst display
Program functions

26 Available keyboard functions

Threshold settings

32 Show or hide the number grid

33 Show or hide the available keyboard

34 Show the help screen, any mose/heyboard actioplt

MAIN USERINTERFACE

O ONDABWN|F-

The keyboard shortcuts f@rogram functions (3-25) and
threshold settings (231) will be covere later. The keyboard
functions can be shown (26y hidder. Numbers (32), (33),
and (34) will show or hide aumbeed grid in the object
window (see Fig. 7).The grid helps tf user to determine the
distance an object may travel by adding a mesh mitber
and letters on the x and y axdn tle help screen, shown in
Fig. 8,all of the functions and settir are shown with a brief
description. Any mouse or keyboard action closés shree
while active.

Figure 7. Numbered Gri

| ﬁ Move Back One Frame/Siow Down Animation

f. N
i ’ | Stanisiop Animation

[ﬁ Move Forward One Frame/Speed Up Animation

r@GmT&)Fm’nﬁu

Go To-Any Frame

Add An Objeet To List Of Objects

. Remove An Object From List O Objecis

f’w Rename Object With An ID In Precading Frame
b

Smooth Object Parameter Or Sharp Edges

u G Quit Program ARE Sves Gurent Stats
,« —.

Quickly View Last Viewed Frame - P showridesiia For Eusier Analyeation

“—.ﬂn—.—_ ' e RN . .

% ShowiHide IDiSANG Gireles Around Objscts EB snowiide Keyboard Shoricuts

@R showiride Heip Screan

20 ald | Wmmﬁc

LR

sl e, mwmmm«wm@gr
7S A

Figure 8. Help Screen with all functiol

ﬁ moﬂﬂ‘ﬂl Stare, Objects, Frame, Etc,
{a Open Filer (:avl, :xt, Foldars)
m Undo Last Remove, Add Of Hename -

Iltems (11-16)in Table Il deal with navigating through t
frame images of a processed movie. When the arométinot
on, the user can go from the current frame to ettie next o
previous frame using (11) and {18r jump to the beginning
or a specific frame. Teh frames can be set to automatic
progress by using (12yith the speed being controlled (11)
and (13) to decreas®r increase the animation spe
respectively. To quickly go to the first frame dfe movie,
press the “Home” icon (14)If the user neds to go to a
specificframe, when “Go to...” (15) is active, the user tgre
in the frame number andress enter to quickly go to tr
frame. “Go to...” is pretty straighHbrward. The frame to jum



to can be erased with tHeackspace and is only cormed
with the “enter” key. The QuickView button (16)nsainly to
see the previous frame as the user views the nicaiee by
frame for easy reference. However it really alldtws user tc
view the last seen frameSo if the current frame is 8 and 1
last frame viewed was 9, the QuickVidéunction would shov
9 not 7. This is only available for consecutivenies and dox
not hold if the user jumped frames.

TABLE 1. PROGRAM FUNCTIONS

11 Go back one frame or slow down animation sg

12 Start or stop animation.

13 Go forward one frame or speed up animation sj

14 Go to the first frame of movie.

15 Go to a specific frame number.

16 See the last frame viewed, not available if jumfrathes

17 Show or hide ID numbers and or circles around ab.

18 Savecurrent state of program and return later if nesgs

19 Open a new movie or a saved file.

20 Undo.

21 Add an object (will not work if object is smalldran threshold
Remove object, if multiple objects selected usem choose¢
which to remove.

23 Rename an objectdfivates secondary windoy

24 Turn blur/smoothing on or off.

25 Quit program.

By default, the IDs of all objects are present &l &ws ar
encompassing circle. This can be changed so tkallth are
not present but the circlese or both can be removed entire
The IDs can be hidden thiout any penalties on analysiTo
see the objects clearly it is sometintedpful to removeboth
of these. Objects can also be added, removed, or edite
needed. Fig. 9 shows an objectrigeiadded (note the b
selecting the object below object 18) and F10 shows
removing two objects that are highlighted.

S Akt Aty o Mt Bicheriesy ey =

Figure 9. Adding an object

If the current state of the program needs to bedathe
save icon stores theurrent state of the program. /objects
removed, added or renamed as well asctmeent frame an
threshold settings will be as they are when a sdile is
opened.

The blur level is set to 5 by defaulgs shown irFig. 11.
However, this setting may not be idéal the current situatio
and the usemay change this value to a higher or lower vi

+ e sinomanes Anahs o e ehamity [

Figure 10.Removing multiply selected objec

When the confirm button next to the blur vais pressed all
of the slides in the movie are reprocessed andayieg (Set
Fig. 12 for a blur value of 15)Also, the algorithm is redor
for the new set ofmported images giving different resul
This is due to the fact that some objects may gisapif too
much blur is used and some may even split into ipiel
objects if not aough is used. Each blur value has its «
images stored for future reference so that theypatohave tc
be reprocessed. The blur feature can also be tuofied
necessary.

Skt Arabi fo W it Aty S|

Figure 11.Default blur value of !

Figure 12.New blur value of 1!



There are a number of threshold settings as seéalie

[l that are available for the user. Thize thresholds(27) &

(28) allow the user to remove any objects thatwareanted
due to their size. Objects that are too small maydbise that
was not removed in the initial process phase. lranbgects, at
least in this experiment, are considered to bendhbtit has not
been broken down enough and yield results thanetreeeded
at this time. When the user adjusts the size tltdsfthe

objects that are no longer labeled are still inedlvin the
analysis until the confirm button is pressed aral \thctor is
repopulated. These values can be set before opanmgvie

or after. Theblur (29) can be adjusted to give better results

based on the current movie situation. Though ittrbesnoted

that as the blur increases so does the size obgtts and the

potential to lose smaller objects increases as. Walit of the
algorithm to track a moving object is to determifén a

certainradius of motion (30) the object is still present. In

other words, how far an object moves before comsitléo be
moving. For faster moving objects, this radius rsedd
increase. The objects in this experiment are reitridatively
speaking. This radius can be adjusted for slowgeobd or
even faster objects if deemed necessary. Alsotaltlee many
factors such as camera focus shift, irregular ilhation and
image processing the objects may appear to be mdoihare
in fact immobile. The final threshold setting is dadjust how

manyframes an object is gong31) before considered to be

gone. This can help if there are multiple conseeutiamera
focus shifted frames or an object is gone for tooglto be
accurately labeled with a previous ID.

TABLE III. THRESHOLDPARAMETERS

27 Adjust the minimum object size.

28 Adjust the maximum object size.

29 Adjust the amount of blur.

30 Adjust how far an object moves before considéwdat moving.
Adjust how many frames an object is gone beforesictaned to
be gone.

Beyond the icons of the main Ul the user can use th

common 10 devices to perform the available funci@nd
navigation. For example, by clicking in the windalWwove the
icon area, one can navigate through the framee desired.
All of the previously described functions are ashié to the
keyboard enthusiasts. The shortcuts are mostlylesikgy
strokes with notable exceptions (ctrl-s for save atil-z for
undo).

B. Secondary Ul

The Secondary Ul, shown in Fig. 13, behaves sityilar
the main Ul though with a limited set of functiohs.Table 1V
the functions are straight-forward in regards te thain Ul
functions except for (37). This icon shows the I® he
transferred to the selected object in the curresniné of the
main Ul. This can be erased with the backspaceismhly
confirmed with the “enter” key. After the ID is keg¢ and
enter is pressed, the secondary Ul window will €loeturning
the user to the main Ul and the selected objewbve renamed

to the entered value as long as it is not a regfeat ID in this
current frame in the main UL.

Figure 13.Secondary Ul Window.

TABLE IV. SECONDARY Ul FUNCTIONS

36 Close secondary Ul window.

37 Entered value of new ID shown here.
38 Show or hide the grid.

39 Go back one frame.

40 Go forward one frame.

V. CONCLUSIONS ANDFUTURE WORK

A. Conclusions

A method of observing the behavior of muscle tissua
single molecule configuration has been developedeaBaker
lab at the University of Nevada, Reno. The prodigssnovel
high-throughput single molecule binding assay, iMEA for
short. This assay is performed by placing the myasblecule
of the muscle tissue on a coverslip and lookindhat the
fluorescently labeled actin filaments bind to thesgosin as
imaged with a fluorescence microscope. The conutiare
varied for each experiment and the response te tbleanges
of the actin-myosin binding kinetics are observéd.order to
analyze the binding times and unbound times a relsea
must observe the interactions and manually coliketdata.
The analysis of this experiment is very time conisignfior the
researcher. By automating the analysis, this mettad be
further improved to gain a better knowledge of nheisc
dynamics.

The work presented in this paper describes thegdesid
implementation of a semi-automated solution fomtdging
and tracking a variable number of objects that leikha
multitude of behaviors, and extracting the spedifhaviors
of motion and stagnation as well as the durationthese
behaviors. The end result is to extract the timensm motion
and when bound as well as the duration of thesawefs.



Still in its infancy, the software has many hurdlés
overcome, yet the end results will be highly betiafito this
research.

There are many other optimization features thatadse

desired. A full list of these can be found in Clesyy of [11].

This software converts and processes the raw data

extracted from the SIMBA experiment. The user hhs t

ability to manipulate the settings if necessaryathieve the
best possible results. When the best results amadfothe
researcher may now take the output of this softvaauck have
analysis software determine the necessary histagréon
behavior analysis. This last step is necessary albrthe
competing software as it is a specialized analyket is
beyond the scope of this part of the analysis.

B. Future Work

There are many items that we have on our stackutare
work. These include modifying our program to usesesion
of OpenCV running on the GPU. The development objaen
source version of OpenCV running on the graphicegssor
has been in the works recently. It is however natilable at
this time. In future updates taking advantage aélbaization
on a GPU can only benefit the user and gettingréisalts in
an even more time sensitive manner. The main podfathe
software that would utilize this parallelization wd be the
processing and analysis of the images as thes¢haréme
limiting factors of the current software. The paipgd time
reduction of a full movie would theoretically rublaast 5-10
times faster [7]. Even though this is moving tovsedbetter
solution than previous methods,
parallelization, the time of analysis could apptoac speed
that would allow for streaming video with a franae of 20-

30 frames per second. Compared to manual analysls (

hours) this is a huge advantage.

by efficiently gsin

(1]
(2]

(3]
(4]
(5]

(7]
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