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Abstract

As the era of Moore’s Law and increasing CPU clock rates nears its stopping point the focus of chip and hardware design has shifted to increasing the number of computation cores present on the chip. This increase can be most clearly seen in the rise of Graphic Processing Units (GPU) where hundreds or thousands of slower cores work in parallel to accomplish tasks. Programming for these chips represents a new set of challenges and concerns. Two of the APIs which have emerged present two different approaches to harnessing the computational power of the GPU. The first explored in this thesis, CUDA, applies a design philosophy similar to the C programming language, low level and high speed. The second discussed in this thesis, Thrust, is modeled after the design philosophy behind the C++ Standard Template Library, low cost abstractions and high flexibility. This thesis explores applications which use these programming models in the quest to understand the reasons behind their use.
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Chapter 1

Introduction

Throughout the history of computing a primary concern for practitioners has been the speed at which results can be computed. Due to this, an active area of research has been the acceleration of computing. The strongest driver for the increase in the performance of computers has historically been the approximate doubling of the number of transistors in any given integrated circuit every two years [33]. This doubling along with Dennard Scaling powered the steady increase in single core processor performance [10]. However, heat and power problems have forced chip manufacturers to develop processors with a larger number of slower cores to use the extra transistors each year [12]. While both Moore’s law and Dennard Scaling have improved the computational power of chips, another path to improving the performance of programs has been the addition of specialized hardware to perform computationally expensive tasks. This specialized hardware often takes the form of a coprocessor.

An early example of coprocessors is the Data-Synchronizer Unit, also known as IO channels, first found in the IBM 709 and 7090 [5]. Overtime other coprocessors were developed for a variety of problems, most notably floating point coprocessors (FPUs). Due to the extremely slow speed of software implementations for floating point math, FPUs became a critical component for scientific and computer graphics programs. For computer graphics programs in particular, FPUs were unable to handle the large amount of floating point operations done for each frame of animation. This gave birth to a new breed of coprocessors called graphics processing units (GPUs). The manufacturers of GPUs used the increase of transistors year-over-year to focus
on parallel computing rather than increasing the performance of a single computing core as CPU manufacturers did \[34\]. This focus on parallel execution of floating point math over general computation has allowed GPUs to outpace CPUs in computational throughput. While CPU manufacturers allocated swathes of silicon to things like branch prediction, GPU manufacturers concentrated on both things like higher core count and memory bandwidth \[42\]. These two features originally added to assist with graphics also give GPUs extremely high throughput for floating point operations. However this throughput comes at a cost, the highly parallel nature of the hardware requires a different approach to programming to deal with the trade-offs inherent in the hardware.

When designing software to work around these trade-offs, two approaches can be considered. The first approach is to program for the hardware itself. This approach requires the most knowledge about the underlying hardware and must be specialized to the specific GPU used \[38\]. The underlying hardware can vary greatly in capability. For instance, the presence of certain atomic operations or advanced thread management \[37\]. The other approach is to use a higher-level framework to abstract from the hardware \[39\]. The benefit to this approach is that the framework can represent the common idioms and patterns that exist in the programming language used. Both approaches offer a set of trade-offs which will be explored later in this thesis.

This thesis will present two applications which will explore the use of these two approaches for using the GPU as an accelerator. For the first approach, the application models the movement of sound through a room. This problem is an example of a class of problems in physics which map well to the programming model used on the GPU. The second approach is applied to a signal processing problem. The application shows how the use of a framework can speed the development of a solution while providing good levels of performance.

The structure of this document from here on out is as follows. Chapter 2 will examine how the history of the GPU and the underlying hardware of the GPU has shaped the nature of their use. Chapter 3 will discuss the use of the GPU as an
accelerator for simulating and visualizing the movement of sound through rooms using the CUDA programming model. Chapter 4 will explore how a framework called thrust built upon the CUDA can use an existing programming model to deliver better performance with minimal changes to the underlying code. Chapter 5 will finish with closing thoughts and ideas for future work.
Chapter 2

Background and Related Work

2.1 Coprocessors

For some problems, a generalized processor, like the commonly found x86 processor, is unable to deliver either adequate results or adequately fast results \[8\]. This can be due to a variety of concerns. Commonly for applications dealing with graphics or simulations, it is a problem of throughput. For other fields like computer security, coprocessors enable higher and more reliable levels of security \[44, 53\]. To remedy these concerns, specialized hardware called coprocessors are often used. These coprocessors allow the either the CPU or the programmer to off-load work from the CPU to a chip more suited to the problem domain. We are most interested in coprocessors which facilitate floating point mathematics.

2.1.1 Floating Point Units

Floating point arithmetic is at the heart of modern graphical and scientific applications. Nearly all modern implementations of floating point math follow the IEEE Standard\[1\]. Before the IEEE standard became widespread, there are many complications with using one of the various floating point arithmetic libraries. These complications were not limited to a lack of portability or strange rounding rules. Word lengths, exponent biases and precision varied greatly between implementations \[22, 41\]. Due to the complex nature of the IEEE standard, it is almost necessary to implement the standard in hardware for it to be usable in any application re-
quiring it. This meant that until CPU manufacturers had enough room on the chip to implement the standard, they shipped a separate Floating Point Unit (FPU) to help accelerate any applications using floating point math. Any modern CPU will now ship with FPU, and most ship with some form of a Streaming SIMD Extensions (SSE) instruction set.

Starting with the Pentium III, CPUs began to include extra registers for use with SSE instructions. This instruction set allows the CPU to execute many floating point operations in a single instruction. For example, an application is working with vectors where each vector has three values representing X, Y and Z. Normally to add two vectors together, each value in each of the vectors would need to be read from memory one by one, then added and then saved one by one. Using a SIMD instruction each vector is read at once, then add at once and then saved back to memory at once as shown in Figure 2.1. This can be done while the CPU is working on something else leading to massive speed increases when done properly. This concept of a Single Instruction Multiple Data (SIMD) coprocessor is the driving idea for the architecture of the Graphics Processing Unit.

### 2.1.2 Graphic Processing Units

Initially rendering tasks were handled in software using the CPU. Commonly, an FPU was used to help provide newer and better graphical techniques at an acceptable level of performance. However as the focus of the graphical techniques moved from 2D to 3D, specialized coprocessors were designed to keep up with increasingly high standards of performance. The design settled on a massively parallel SIMD architecture in which many pipelines are used to take geometry data, in the form of vertices, and transform it into color values to be displayed on the screen. Figure 2.2 shows a simplified version of this pipeline. This SIMD architecture enables many simple processors to work together to produce output simultaneously.

Initially the design of GPUs was that vertex processors would handle transforming vertices into the required perspective. From there vertices are rasterized into the
Figure 2.1: An example of the difference between a Scalar addition of a vector and SIMD addition of a vector

view port, and a fragment processor would calculate the color for each pixel of the screen. Initially this functionality was mostly fixed with only some small changes able to made, using an Application Programming Interface (API) like OpenGL [46] or Direct3D [14]. As the demands of these API became wider and wider in scope, the fixed functionality of the pipeline was opened up. Programs called shaders could be written for the vertex and fragment processors. Shader programs initially were limited but overtime have become more expressive and are the backbone of nearly all modern graphical techniques. Each API provides a language to write the shader programs and over time these languages [15, 23, 32]. As time progressed, addition stages were added to pipeline. Each new shader processor enabling application programmers more functionality. For example, the geometry shader enabled new geometry to be procedurally generated on the GPU critical for effects like Marching Cubes [9] to be efficiently done on the GPU. In addition to improving the programmablity of the GPU, other techniques like framebuffer objects [16] and transform feedback [7] allow application programmers to save results from the GPU back to the CPU for use in
Figure 2.2: A simplified illustration of the graphics pipeline[17]
further rendering techniques.

### 2.1.3 General Purpose Graphic Processing Units

As GPU manufacturers packed more and more vertex and fragment processors into their GPU chips, the appeal of using the GPU for things other than graphics grew. By using the fragment shader in conjunction with framebuffer objects, it was possible to compute many things in parallel [19, 20, 30]. This practice called General Purpose GPU (GPGPU) programming allowed many scientific application programmers to accelerate all kinds of calculations. However, it required not only knowledge of the problem domain, but also knowledge of the underlying graphic constructs and the API to control it. Despite this limitation, GPGPU enabled some applications to achieve performance gains [13].

**CUDA**

As GPGPU became more widespread GPU, manufacturers began to take note. Starting with the G80 series of graphics cards, NVidia unveiled a new underlying architecture called Compute Unified Device Architecture (CUDA) to ease the struggles of programmers attempting to harness the GPU’s computing power [25]. While the new architect did not change the pipeline for graphics programmers, it did unify the processing architecture underlying the whole pipeline. Vertex and fragment processors were replaced with groups of Thread Processors (CUDA Cores) called Streaming Multiprocessors (SM). Initially with the G80 architecture, there were 128 cores grouped into 16 SMs shown in Figure 2.3. The most recent architecture has 2880 cores grouped into 15 SMs [35]. Figure 2.4 shows the evolution of the Streaming Multiprocessor architecture. In addition to the new chip architecture, CUDA also included a new programming model which allowed application programmers to harness the data parallelism present on the GPU. The primary abstractions of the programming model are kernels and threads. Each kernel is executed by many threads in parallel; CUDA threads are very lightweight and allow many thousands of threads to be executing on
The programming model is exposed to the application programmer by an extension of the C programming language commonly referred to as CUDA. CUDA kernels are executed by threads, each is given an ID which is used to differentiate each thread’s behavior. Unlike the previous GPGPU methods, threads are able to access and read/write to any memory location as needed. Threads can be additionally be grouped into blocks by the programmer giving multiple benefits: shared memory and shared cache within the block reducing memory overheads and thread synchronization enabling the programmer to more easily model some algorithms. Overall, CUDA gave programmers more freedom to design algorithms and data structures specifically for the hardware of the GPU.

However CUDA comes with some trade-offs. Due to the design of the underlying hardware, there are concerns the programmer must keep in mind. Care must be taken to ensure that groups of executing threads (warps) access contiguous chunks of memory as often as possible in order to make the most memory access coalescing provided by the hardware. Additionally since threads in a warp execute instructions in lock step heavy use of control flow primitives (if, for, while) can cause threads in warp to be inactive as sections of the warp take divergent paths. Additionally
Figure 2.4: A block diagram of the Kepler architecture SMX[35]
due to its heritage from C, the low level nature of CUDA means that the programmer must be familiar with the hardware to get an acceptable level of performance.

**Thrust**

In many ways, the programming model presented by CUDA is a match to the programming model of C. For some programmers the programming model of C++ is more desirable; fortunately, the Thrust framework exists. Following the motivations of the Standard Template Library (STL) of an efficient, comprehensive and extensible approach to designing both algorithms and data structures [49], Thrust provides a set of common STL operations and data structures which run on the GPU. This allows an application programmer using C++ to accelerate common operations like sorting, transforming and reducing [39]. Thrust provides these features while maintaining interoperability with CUDA C; allowing programmers easier access to hard to implement parallel primitives that have been highly optimized like a radix sort which can provide a speed up (ranging from 2-5 times faster than a comparable sorting routine on an 8 core CPU) [45]. These features make Thrust an appealing tool to provide easier access to GPU acceleration for many applications.

**2.2 Related Work**

At the time of the writing of this thesis the use of GPUs as a massively parallel math coprocessor is increasing. This is due not only to their increase in power over the years but also to their increasing ubiquity. Because of this their use is becoming more common in fields which require a large amount of throughput for any application. For instance, CUDA has been used to accelerate N-body simulations, providing extremely large gains against tuned serial implementations and modest gains over tuned implementations for the CPU [6, 40].
Chapter 3

Sound Simulation and Visualization

The goal of this chapter is to explore the techniques used when accelerating an application of the GPU with CUDA. The goal of this application was to serve as a proof of concept for a larger application. For this prototype, a visualization of the sound waves in the room was desired so that phenomena like standing waves could be quickly identified. In order to produce the visualization quickly, some form of acceleration would be required. The GPU was chosen as the accelerator using CUDA to produce the data for the simulation.

3.1 Background

As discussed in Chapter 2, a factor in the rise of the use in GPGPU has been the adoption of GPGPU as an accelerator for many different simulations. Of particular interest to this application are simulations which model the movement of waves through a medium. CUDA has been shown to greatly accelerate the computation of solutions for Finite-Difference Time-Domain (FDTD) methods. FDTD methods work by breaking the computational domain, commonly a physical region being modeled, into a grid. Then the solutions for the chosen equations are calculated for each point in the grid for each time step. The benefits of the method are: values are calculated for each point in the grid which makes visualizations easier to create, a large range of frequencies can be simulated with proper input allowing phenom-
ena to present themselves and the data parallelism inherent in the methods aids in accelerating the computation of results.

### 3.1.1 Computational Acoustics

Computational Acoustics is largely based on the physical modeling of the propagation of sound waves. This propagation is governed by the linearized Euler equations\[^50\]. There have been many methods developed to model the propagation of sound waves; these methods fall into one of two categories: geometric and numeric.

The geometric methods tend to be based on a technique called ray tracing, more commonly used to create computer graphics. These ray tracing methods are able to quickly model the acoustic properties of a room by assuming that high frequency sound waves behave similarly to a ray of light. However, these methods have a critical flaw. Because the wavelengths of audible sounds are on the order of commonly found objects, sound waves exhibit diffraction (bending) where light would not. Because of this recently these geometric methods have fallen out of favor as more accurate models have become accessible.

The numeric methods attempt to directly solve the Wave Equation. The benefit of this approach is that phenomena such as diffraction are accounted for. However, numerically approximating the wave equation can become expensive, especially for FDTD methods. This is due to the requirements for memory and computation scaling up as the sampling rate desired increases. With the the time step \( T = 1/f_s \) and the grid spacing \( g \) defined as \( g = \frac{344\sqrt{3}}{f_s} \) it can be seen that as the sampling rate increases not only does the time step of the simulation get smaller, but the size of the grid also increase. These factors combined have meant that until recently FDTD solutions for the acoustic wave equations have been prohibitively expensive.

Recently solutions using CUDA have shown promising results in accelerating 3D FDTD solutions to the wave equation\[^47, 51\].
3.1.2 CUDA Streams

As discussed in Chapter 2, CUDA expose the computational power of the GPU through a C programming model. It additionally provides an API for scheduling multiple streams of execution on the GPU. This allows the hardware scheduler present on CUDA enabled GPUs to more efficiently use all of the compute resources available. When using streams, the scheduler is able to concurrently execute independent tasks. In order to fully use streams for all including memory transfers, the CUDA driver must allocate all memory on the host that will be used for CUDA API calls. This ensures that the memory is pinned (page-locked) so that Direct Memory Access (DMA) can be enabled.

However, using streams is the only way to get the full performance of the GPU using CUDA, and it comes with some concerns. The first concern is that pinned memory can not be paged out and can therefore impact the amount of paging for any other memory that is virtually allocated. This means that if too much pinned memory is allocated, other components of an application may see a performance loss. In addition care must be taken to order CUDA memory transfers and kernel launches in such a way that the scheduler is able to properly schedule each of the actions concurrently. Additionally some advanced memory features like shared memory or texture memory can become restricted when using streams.

3.1.3 OpenGL

OpenGL is an API for rendering 2D and 3D computer graphics. It was originally developed by Silicon Graphics Inc. It provides a portable API for creating graphics which is independent of the underlying hardware. It is widely used for a variety of applications ranging from Computer Aided Design (CAD) to scientific visualizations.

At its core, the OpenGL API controls a state machine. This state machine maintains the hardware and is in charge of ensuring the proper resources are loaded at the proper time. It is important to note that for performance reasons this state machine was not designed to be used with multiple threads. The OpenGL driver can
be made to run in a multithreaded way, but the driver does nothing to protect the programmer from race conditions. The API has calls for uploading geometry data, texture data and more to the GPU. In addition, it also exposes a compiler for the GLSL shading language.

As discussed in Chapter 2 the GLSL shading language (shaders) gives the application programmer more control over the functions of OpenGL. The programmer can use these shaders to accomplish advanced rendering techniques such as lighting effects, producing rolling ocean waves or programmatically generating textures or geometry.

One technique of interest to the application discussed in this chapter is the rendering of volumetric data. There are many techniques for accomplishing this task. A popular method for volume rendering uses the texture mapping hardware of the GPU and alpha blending to render volume metric data. The technique involves rendering many semi-transparent slices of the volumetric data as shown in Figure 3.1.

### 3.2 Overview

The application presented in this chapter uses a 3D FDTD method for simulating sound in a room. A couple of assumptions are made. A simplified model of the sound absorbence is used in lieu of a more computationally expensive one and that all sources of sound are omnidirectional.

The application is structured as a chain of producers and consumers. Once the simulation has begun, the simulation manager begins to produce simulation data. This raw form of the data is both unsuitable for visualization and is also located in a section of GPU memory which the OpenGL driver is unable to access directly. The simulation manager therefore publishes this raw data to a queue for processing. The memory manager takes this raw data, copies it to the CPU and puts it into a form suitable for visualization using OpenGL. These processed frames are published to a queue until they can be uploaded to the OpenGL driver. The renderer is responsible for all the calls to the OpenGL API. After uploading the current frame as a texture,
Figure 3.1: Texture Mapped Volume Rendering: a technique which uses alpha blending to quickly render volumetric data. [1]
the frame is drawn using texture mapped volume rendering. An overview of this structure can be seen in Figure 3.2.

### 3.3 Implementation

The application is structured into three major components: the renderer, the simulation manager, and the memory manager. Each of these components is run on its own thread to allow as many concurrent actions to occur as possible. An overview of each component’s execution is shown in Figure 3.3. Care was taken to design each component in such a way that a component could be redesigned and replaced easily. For instance if the data set would not fit on a single GPU then the simulation manager could be rewritten to accommodate this and the rest of the application could remain unchanged.
3.3.1 Renderer/Main Thread

The first action taken by the main thread is to initialize the state of the OpenGL driver, create a window and initialize a OpenGL context within that window. These actions are all required to begin making any other calls using the OpenGL API. Assuming that there are no errors, the next thing done is the loading of the model information and test sound sample. For this prototype, a test room was made. For the simulation it is important that the model contains both geometry and absorbence information for each point in the grid. The geometry data consists of a 3D array of values encoding whether or that point in the grid is connected its neighbors. An example of a possible encoding for the 2D case is shown in Figure 3.4. Once both the room and sound sample are loaded from disk, the data is used to construct the initial state of the simulation. After the simulation is initialized, both the simulation manager and memory manager are started and the rendering tasks begin.

The first of the rendering tasks is to initialize the state of OpenGL, this includes loading the shaders required to perform texture mapped volume rendering as well as
Figure 3.4: An example encoding using 4 bits, the 2 most significant bits represent whether a neighbor exists on the y axis and the 2 least significant bits represent whether a neighbor exists on the x axis.

preparing OpenGL geometry data required for the technique. Once this initialization has been done, the render thread falls into the render loop.

The render loop primarily consists of two actions: uploading frames to OpenGL memory and performing the volume rendering. Uploading frames to OpenGL memory is the first task done. The renderer checks to see if any processed frames have arrived in its queue, shown in Figure 3.5. If a processed frame has been published then it is uploaded to OpenGL memory and the now blank frame is published back to the memory manager. The renderer then volume renders the current frame that is in OpenGL. This loop continues until a user inputs the exit command or the simulation reaches its completion.

3.3.2 Simulation Manager

The simulation manager’s first action is to allocate all the memory required for the simulation (room information, blank simulation state arrays and input/output ar-
rays). It then transfers the encoded grid representing the room, the absorbence values for each point in the grid and the input for the simulation. Once all of the CUDA memory has been allocated and all of the initial simulation state has been transferred onto the GPU, the simulation manager waits to be told to start.

Once the signal to start is received, the simulation acquires three simulation blanks, representing the $t_{n-1}$, $t_n$ and $t_{n+1}$ simulation states, from the simulation blanks queue. With that last bit of preparation done, the simulation manager drops into the main simulation loop.

The first step of the simulation is to update all of the input into the simulation. Each input source has a location associated with it that is updated. After that the simulation kernel is run. The kernel uses an equation in the form of Equation 3.1 where $p_n$ is the acoustic pressure for $t_n$, to numerically approximate the propagation of the wave.

$$p_{n+1}(x, y, z) = \frac{1}{3} [p_n(x+1, y, z) + p_n(x-1, y, z) + p_n(x, y+1, z) +$$
$$p_n(x, y-1, z) + p_n(x, y, z+1) + p_n(x, y, z-1)] - p_{n-1}(x, y, z) \quad (3.1)$$

The form of the equation depends on the value of the encoded geometry for that point on the grid. Care is taken to ensure that memory accesses are sequential for the warps assigned to the kernel. The kernel is run in its own stream, which allows the hardware scheduler to schedule both the kernel and any copies that the memory manager is scheduling. If the kernel was not run in its own stream, then the hardware scheduler would not have enough information to schedule the two tasks concurrently. Once the kernel has finished, any listeners present in the model room are updated. The simulation manager then decides whether it’s time to publish a raw frame to the unprocessed frame queue as shown in Figure 3.5.

### 3.3.3 Memory Manager

The memory manager is the simplest of the three components of the application. As seen in Figure 3.2, the memory manager acts as a bridge between the simulation
Figure 3.5: The communication between the three components (shown in yellow) using the various communication queues (shown in blue).

and the visualization. The memory manage takes the raw frames published by the simulation and normalizes them before publishing them to the renderer. The only major concern for the memory manager is that memory transfers off of the GPU must be run in a separate stream of execution than the simulation kernel. If this is not done, then any memory transfers will block the execution of the simulation kernel.

3.3.4 Communication

The application uses three threads to run the three components concurrently. These threads communicate using thread safe queues. The reason that queues were chosen as the data structure for the message passing between the thread is that they both naturally preserve ordering and allow the simulation and visualization to not outpace
each other. The application is essentially a producer-consumer problem where both the producer and consumer are fighting for the same resource. If there was not some way to limit which component controls most of the GPU time, then the contention for the GPU would cause problems in either the simulation or the visualization. Additionally, the use of queue as the inter-thread communication medium makes any future attempts to use multiple machines or devices easier by allowing the queue to hide the origin of any information.

3.4 Results

The prototype was tested on a computer with an Intel Core2 Quad core CPU Q9450 and a NVidia GeForce GTX 480 GPU which contains 15 groupings of 32 compute cores for a total of 480 compute cores and has 1.5 GB of on board memory. Two different test signals were used, one a music sample and the other a 8kHz sin wave. The test room modeled was 12m x 12m x 3m with a pillar in the center of the room. When using the sin wave the simulation modeled standing waves where standing waves would be expected to form. Figure 3.6 and Figure 3.7 show the visualization during a test run using the music sample.

3.4.1 Future Work

This chapter presented an application that benefited greatly from the use of GPU acceleration. The problem presented exhibited data parallelism which assisted in the implementation of the kernel. This acceleration allowed the simulation to run at a quick enough pace to facilitate the creation of a visualization alongside the simulation.

Despite this, there are issues that should be addressed in future work. Currently, the simulation is limited in size and frequency range due to memory concerns. This could be remedied by replacing the current single GPU simulator with a simulator that uses multiple GPUs if present on the computer or even a clustered simulator. Additionally, the visualization requires that the user has some understanding of the mechanics of wave propagation to be useful. If a user wanted to use the simulator
Figure 3.6: The initial state before simulation initialization.
Figure 3.7: A rendering from the simulation while running.
and visualizer to place speakers in a room, it might be more helpful for the visualizer to analyze the frames coming from the simulation to programmatically find good speaker placements.
Chapter 4

Jitter Analysis

The basis of this chapter was previously published in the 2013 IEEE International Instrumentation and Measurement Technology Conference in a paper entitled Massively Parallel Jitter Measurement from Deep Memory Digital Waveforms[29].

The goal of this chapter is to explore the benefits of using the Thrust framework provided by Nvidia. The application presented compared the performance of an implementation of the purposed method for both CPU and GPU. The CPU implementation used the Standard Template Library (STL), this allowed the GPU implementation to be very similar to the CPU implementation due to the parity of the STL and Thrust.

This chapter first will delve into the background required for Digital Signal Processing (DSP) and will more deeply explore Thrust. From there, a brief overview of the purposed method will be discussed. After that the implementation of the method and then the results will be discussed.

4.1 Background

As previously discussed, GPUs are highly capable at accelerating applications which deal with problems that inherently data parallel. This is due to the extremely specialized nature of the hardware. Another example of a problem domain that is largely
data parallel is Digital Signal Processing. Due to this, DSP has been an attractive target for acceleration on the GPU [4, 24]. The specific DSP problem explored in this chapter is the measurement of jitter present in a given digital signal.

4.1.1 Jitter

The jitter present in a signal can be a major factor considered when designing a serial digital communications channel. As the bit error rate (BER) drops, the allowable amount of jitter also drops. Because of the importance of some of these channels, there is a need to accurately measure jitter. This relationship between the BER and jitter means that it becomes more valuable to gather a longer section of the waveform, a “Deep Waveform”. This larger sample of the waveform increases the probability that some rare event affecting the signal is detected, as well as increasing the statistical significance of the tails of the measured jitter histogram or fitted probability distribution used to extrapolate jitter performance and BER [31]. Jitter histograms and eye diagrams like the one seen in Figure 4.1 are used to not only predict the BER, but can also provide insight into the source of the jitter in the signal. The desire to obtain a deep waveform of a given signal is met by modern oscilloscopes. However, computing a jitter histogram, preparing graphical representations of signal properties and clock recovery become computationally expensive as the size of the waveform increases. This makes both the clock recovery and the measure of jitter for a signal an attractive target for acceleration.

4.1.2 Technologies Used

Standard Template Library

The Standard Template Library (STL) is a C++ library since its release has heavily influenced the design of the C++ Standard Library. Any reasonably current compiler will ship with a version of the STL. The STL is broken into 4 major categories: containers, algorithms, iterators and function objects (functors) [18]. Each part of the STL is designed to generically work with not only the rest of the STL but also the
Figure 4.1: An example of a typical eye diagram with inserted jitter[3]
primitive types and constructs provided by C++. Due to this flexibility, the use of the
STL is widespread and many compilers have specially optimized the code generation
to maximize the effectiveness of the STL.

The most notable parts of the STL are the algorithms and containers. The
STL provides many common algorithms, such as a fast sort, reverse and unique. In
addition, it provides generic containers using templates for these algorithms to work
on.

**Thrust**

As previously stated in Chapter 2, Thrust is a framework built upon CUDA modeled
heavily after the STL. Thrust provides a much higher level of expressiveness than
CUDA by providing more abstractions from the underlying hardware. One of the most
immediately notable things abstracted away from the application programmer’s con-
trol is memory management. Thrust provides two templated containers: host_vector
and device_vector. These two containers are both arrays which automatically grow
when their capacity runs out. Data can be easily copied from a host_vector to a
device_vector using the C++ assignment operator =. Additionally, the vectors can
be used interchangeably with the rest of the libraries provided by Thrust and the
freedom from manual memory management allows for a more rapid pace of development
when combined with the provided algorithms.

### 4.2 Overview

The goal of this application was to present a method for fixed frequency clock recovery
and jitter measurement of a two-state digital signal using massive parallel processors
and large data sets. To accomplish, this a CPU implementation was first done using
C++ to establish that the method would produce sufficiently accurate results. Once
the correctness of the algorithms used was established, a version which ran on the
GPU was written using Thrust. The next section discusses in depth the method used.
4.3 Implementation

The purposed method makes some assumptions about the input signal. Other than the assumption that the signal is digital, the most important of which is that transitions will occur in the signal. Due to this, transmission protocols like 8b/10b\textsuperscript{[52]} should be used so that transitions can be guaranteed to happen.

The purposed method is a series of transformations and reductions of the input signal. The first and most important transformation performed finding each of the transitions in the input signal with sub-sample accuracy. This initial transformation forms the basis of the method. This is accomplished by first determining relative values for the high, low and middle voltages of the input signal. Using these values, the transition points in the signal can be found. Once the transition points are found, a rough estimate of the number of samples per unit interval is made. Once the rough estimate of the duration of a unit interval is made it is further refined. This refinement is done by comparing the number of samples to the estimated total number of unit intervals in the input signal. With this refined estimate, a phase offset estimate can be calculated for each of the transition points in the input signal. Using linear regression, the phase offset and a correction for our final estimate can be calculated. From this further analysis tools like jitter histograms or eye diagrams can be constructed.

While the proposed method is straightforward in its design, there are considerations that were made to translate the algorithm to work efficiently on the GPU. The most major change is that while the STL provides a primitive for selecting the nth element of a container, Thrust provides no matching call. For the CPU implementation the nth\_element was used to obtain percentile data without the overhead of constructing sorted data or histograms. However since this functionality is missing from Thrust, it was necessary to sort the data each time a percentile was needed. This is not an issue since Thrust provides a very fast sort\textsuperscript{[27]}. However, the sort destroys its input data, so it was important to maintain proper copies of data which was to be sorted. Another concern when working on the GPU is minimizing the total
time spent transferring data over the PCI bus to the card. Care was also taken to reduce all data transfers to the bare minimum, especially in the case of the large data sets used.

A more in-depth explanation of the process follows.

**Step One: Determine relative high, low and middle voltage levels in the signal.** The first step is determining what the values for high and low will be based on the input signal. This done by finding the 1st percentile of the voltages in order to find the value for low and finding the 99th percentile for the high value. From these values, a middle value can be calculated by finding the midpoint of the two values.

**Step Two: Find transition points in the signal with in sub-sample accuracy.** The second step is finding all the points of voltage transition in the signal. When a transition is found, its position is noted. For each of these transition points, a linear interpolation step is done to find the sub-sample transition time. These values are then summed to find each transition point in the signal with sub-sample accuracy.

**Step Three: Make a rough estimate of the number of samples in the signal per unit interval.** From these transition times, a histogram of the inter-transition intervals is made. To make this histogram, the inter-transition values are found by finding the adjacent difference of the sub-sample transition times. Using these inter-transition values, a histogram is made. The rough estimate of the samples per unit interval is obtained by finding the 25th percentile of these inter-transition times. Using the 25th percentile of these inter-transition times is only valid due to the nature of the signal.

**Step Four: Refine the rough estimate of samples per unit interval.** The rough estimate from the last step will not be accurate enough for further use. Due to this, the rough estimate of samples per unit interval is refined. To do this the first thing needed is the number of estimated unit intervals in the signal. Following that, the total number of samples which occur from the first transition to the last transition in the signal is calculated. That number of samples is then divided by the
Figure 4.2: The estimated time interval error before correction

estimated number of unit intervals in the signal.

**Step Five: Eliminate remaining linear trend in time interval error.** In this step, the estimate will be corrected a final time using linear regression. Figure 4.2 shows an example of the linear trend being corrected. In addition to giving the final estimate of the samples per clock, this linear regression step also gives the phase correction needed for clock recovery. To correct the refined estimate, a linear regression of estimated time interval error, given the period estimate obtained in step 4 and the sub-sample transition times from step two is performed. From the linear least squares fitting, a coefficient and an offset are obtained. The coefficient is used to correct our refined period estimate from the last step, and the offset is the phase offset. Figure 4.3 shows the result of this step.

**Step Six: Construct appropriate plots** Once the phase offset is calculated and the estimate of the unit interval has been corrected, the appropriate plots are constructed.

### 4.4 Results

The proposed algorithm was implemented two times. One implementation used only the CPU and was written in C++ using the primitives provided by the STL to verify
Figure 4.3: An example of the final time interval error produced

the results of the purposed method. The other implementation written in C++ using
Thrust to run code on an NVIDIA GPU was used to measure the total speed up
of the method with increased core counts. Both implementations were tested with
an actual measured waveform obtained using the apparatus shown in Figure 4.4 in
which waveforms were produced by an Agilent 8133A Pulse Generator and captured
by a Agilent DSA91304A Digital Signal Analyzer.

The experimental platform is an Intel Core2 Quad core CPU Q9450 at 2.66GHz
with 8 GB of memory. The GPU used was an NVidia GeForce GTX 480 which
contains 15 groupings of 32 compute cores for a total of 480 compute cores and has 1.5
GB of on board memory. The CPU implementation was compiled with g++ version
4.6.3, but due to the restrictions of Thrust the GPU implementation was compiled
with the CUDA toolkit version 5.0 and g++ version 4.4.7. All implementations were
compiled on 64 bit Ubuntu 12.04 with optimization level -O3.

The measurement results obtained by the serial and GPU versions were identical.
For example, when all 16 million samples are used, both versions yield the standard
deviation of TIE of 4.630199 samples. The resulting plots of the time interval errors
(TIEs) for each transition and the jitter (probability density of the TIE) are shown
in Figures 4.3, 4.5 and 4.6. (The probability density is a kernel density estimate [48]
computed from the TIEs.)
Figure 4.4: Measurement apparatus used to verify the proposed method
Figure 4.5: The TIE probability density for a sample waveform

Figure 4.6: The TIE histogram for a sample waveform
Table 4.1: Execution time in milliseconds for each implementation for each of the different input signal lengths. DTT = data transfer time.

<table>
<thead>
<tr>
<th>Input Size (samples)</th>
<th>CPU</th>
<th>GPU (no DTT)</th>
<th>GPU (with DTT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000,000</td>
<td>15.19</td>
<td>7.17</td>
<td>9.89</td>
</tr>
<tr>
<td>1,414,213</td>
<td>22.38</td>
<td>7.43</td>
<td>10.96</td>
</tr>
<tr>
<td>2,000,000</td>
<td>28.59</td>
<td>8.61</td>
<td>13.21</td>
</tr>
<tr>
<td>2,828,427</td>
<td>43.44</td>
<td>10.11</td>
<td>16.36</td>
</tr>
<tr>
<td>4,000,000</td>
<td>62.24</td>
<td>12.33</td>
<td>20.88</td>
</tr>
<tr>
<td>5,656,854</td>
<td>89.56</td>
<td>16.26</td>
<td>28.15</td>
</tr>
<tr>
<td>8,000,000</td>
<td>144.44</td>
<td>20.84</td>
<td>37.38</td>
</tr>
<tr>
<td>11,313,708</td>
<td>242.54</td>
<td>28.37</td>
<td>51.66</td>
</tr>
<tr>
<td>16,000,000</td>
<td>309.37</td>
<td>38.23</td>
<td>70.88</td>
</tr>
</tbody>
</table>

Table 4.2: Throughput for each implementation for each of the different input signal lengths. DTT = data transfer time, input size in samples

<table>
<thead>
<tr>
<th>Input Size</th>
<th>CPU (MSa/s)</th>
<th>GPU (MSa/s, no DTT)</th>
<th>GPU (MSa/s, with DTT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000,000</td>
<td>65.835</td>
<td>139.460</td>
<td>101.122</td>
</tr>
<tr>
<td>1,414,213</td>
<td>63.180</td>
<td>190.330</td>
<td>129.046</td>
</tr>
<tr>
<td>2,000,000</td>
<td>69.946</td>
<td>232.297</td>
<td>151.401</td>
</tr>
<tr>
<td>2,828,427</td>
<td>65.108</td>
<td>279.701</td>
<td>172.917</td>
</tr>
<tr>
<td>4,000,000</td>
<td>64.269</td>
<td>324.492</td>
<td>191.561</td>
</tr>
<tr>
<td>5,656,854</td>
<td>63.163</td>
<td>347.852</td>
<td>200.963</td>
</tr>
<tr>
<td>8,000,000</td>
<td>55.385</td>
<td>383.880</td>
<td>214.013</td>
</tr>
<tr>
<td>11,313,708</td>
<td>46.646</td>
<td>398.743</td>
<td>219.002</td>
</tr>
<tr>
<td>16,000,000</td>
<td>51.717</td>
<td>418.563</td>
<td>225.740</td>
</tr>
</tbody>
</table>

There were three timings measured: one timing for the CPU, one timing for the GPU which did not include the data transfer times (DTT) and a one timing for the GPU which included the transfer times as well. Table 4.1 and figure 4.4 show the results for these timings as the size of the input signal was increased, while Table 4.2 and figure 4.4 shows the throughput of these results. For signals less than 16,000,000, samples in length sections of the input waveform were used. The waveforms used in these timing experiments were pseudo-random binary signals (PRBSs).

Table 4.1 and Figure 4.4 show that when considering only the computations, the difference between the serial CPU implementation and the parallel implementation on the GPU as the input size grows is sizable. While the CPU implementation was
Figure 4.7: The execution time of the purposed method in seconds.

Figure 4.8: The computational throughput of the purposed method measured in samples per second.
not expected to keep pace with the GPU implementation, it is interesting to note the significant speed up that is present. Another interesting thing to note is that for even with signals as small as 1,000,000 elements, when the data transfer time is considered the GPU implementation is able to handily beat the CPU. This result means that it is quite practical to use this method over a pure CPU implementation. Table 4.2 and Figure 4.4 show the massive difference in throughput that the GPU is able to provide over the CPU. For the entire 16 million sample signal, the GPU implementation was able to handle 8 times as many samples as the CPU in the same amount of time when not considering the total transfer time of data on and off of the GPU. This is a reasonable expectation to make as the method presented is likely to be an intermediate step in a larger process.

An interesting thing to note is that despite the relatively high throughput shown by the GPU in Table 4.2 and Figure 4.4 the application is still computationally bound. While the method as implemented is capable of consuming 418 million samples a second the PCI express bus is capable of transmitting more samples\[26\].

4.4.1 Summary of Contributions and Future Work

There are two novel contributions of the method purposed in this chapter: (1) the application of massively parallel processors to do clock recovery and to quantify jitter and (2) the use of sorting to replace building histograms when analyzing waveforms in order to more efficiently use such processors. By using the efficient sorting, transformation and reduction routines provided by Thrust, the benefits of constructing a solution using the primitives offered by Thrust were shown. Identical measurement results were obtained, so using parallel processing did not affect the measurement uncertainty. A feature very important when considering changing the method of a measurement.

The application discussed in this chapter, however, is not without flaws. In order to further increase the robustness of this solution a more complete handling of identifying voltage reference levels (high, medium and low) and location of state
transition times is needed. Significant progress toward achieving the second of these on GPUs has been reported elsewhere [1, 24], and it should be possible to combine those methods with the one presented in this chapter. The handling of these two tasks in the current application is possibly sensitive to noise, glitches and runt pulses. Any sensitivity to this phenomena, however, did not present itself during testing.

In addition to become more compliant with the IEEE Standard 181-2011 [2], we plan on experimenting with ways to build a proper histogram on the GPU more efficiently. The current implementation does not need histograms but to become IEEE Standard 181 compliant. A future implementation will require an efficient method for building histograms on the GPU.

Finally, the presented method is also unable to deal with non-constant clocks. In order to add functionality to recover these non-constant clocks a phase locked loop would be required.
Chapter 5

Conclusions

5.1 Comparison of programming models

In the previous two chapters, two applications were discussed. The common thread between the two applications was the use of the GPU as an accelerator. However, they differed in the programming model used, for the sound simulation CUDA was used and for the jitter analysis Thrust was used. While both programming approaches were able to provide the necessary acceleration for each application downsides, drawbacks and trade-offs revealed themselves throughout the process. This raises an important question: which programming approach should be used?

The first concern that presented itself throughout both of the applications is the structure of data which will be used on the GPU. Because of the simple design of the compute cores present on the GPU, hardware functions which a programmer might be accustomed to having on the CPU are not present on the GPU. This means that data structures which rely on use of control flow primitives (primarily if/else) or heavy use of pointer indirection will suffer a performance penalty when used on the GPU. To maximize performance data structures should be designed with the optimal memory access patterns of the GPU in mind. This leads to flat data structures, structs of arrays rather than arrays of structs and lots of “wasted” work. Interestingly, the idea of allowing “wasted” work can be difficult at first for many programmers, but is often key to maximizing the throughput of the hardware.

CUDA itself also presents its own design challenges. Careful ordering of kernel
launches and memory transfers can increase the utilization of the hardware without changing the code of the kernel. Determining the optimal number of threads to launch a kernel can present a problem. However once these challenge and issues are handled, CUDA offers the most raw performance available for GPGPU programming. CUDA makes available all of the features of the underlying hardware, which depending on the problem being solved may be a deciding factor.

Thrust can shield the application programmer from these concerns by providing data structures and algorithms that are abstracted far enough from the underlying hardware. The primary data structure provided by Thrust is a managed array. Memory transfers from the host to the GPU and GPU to the host are hidden from the application programmer using idiomatic C++ code. This design decision causes most Thrust code to fit into the optimal memory access patterns for the hardware. Thrust’s algorithms have also been optimized heavily to properly utilize the hardware as completely as possible. Unfortunately, Thrust is unable to use a major performance feature which is available to CUDA, streams of concurrent execution. This can lead to Thrust applications leaving portions of the GPU unused because the scheduler is unable to concurrently execute tasks.

Ultimately, the question that decides whether the trade-offs of Thrust or CUDA makes more sense is; what matters to the application? Is the application mostly done and only a quick addition of some acceleration is needed? Then perhaps Thrust is a better fit as the provided algorithms mirror the STL and are extremely fast. Is throughput the only concern? Then CUDA is the best option, since it is able to squeeze the most performance from the GPU. In the end, it can become the classic trade-off of the cost of the engineer’s time versus the cost of the extra time the application takes to run. However for most purposes, Thrust can provide a useful prototype and if extra speed is required then particularly slow parts can be rewritten in CUDA.
5.2 Summary

This thesis presented two applications which used GPU acceleration for two different tasks. The two applications solved problems that were well suited to the computing model of the GPU. In the process of developing each application the characteristics of the programming model used were considered. This process also revealed the shortcomings of each approach. While CUDA gives the application programmer much more control over the power of the hardware, it also has somewhat rigid requirements for programming style. If these requirements are not followed the resulting code runs much slower than the programmer would expect. Thrust on the other hand, gives the programmer access to algorithms which would otherwise be difficult to implement in exchange for losing access to memory and scheduling features. While losing access to these features does cause an algorithm written in Thrust to be slower than one written in CUDA the ease of implementing the algorithm in Thrust may make Thrust the more appealing option.

The two applications presented also showed promising results and represent fertile ground for future work. The sound simulation application could be expanded to use multiple computer and multiple GPUs or to more accurately model the physical world with enhanced models for absorbence or a higher resolution grid. The jitter analysis could be expanded to more closely follow the IEEE standard or be adapted to run on a system on a chip (SOC) suitable for embedding in a larger device. In the end both applications showed the strengths of not only the GPU as a platform of computing, but also the strength of the SIMD programming model to greatly parallelize some applications.
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