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Abstract

Over the last three decades, video games have evolved from an obscure pastime to

a force of change that is transforming the way people perceive, learn about, and

interact with the world around them. Video games are not only a popular form of

entertainment, but are increasingly being used for other purposes, such as education

and health, as well. Despite this increased interest, a significant number of people

encounter barriers when playing games, due to a disability.

This dissertation, and our identification of a generalized game interaction model,

helps provide an understanding of how video games can be designed and modified to

improve their accessibility features. An estimated 11% of U.S. population are discov-

ered to play video games with sub-optimal gaming experience because of a disability.

A large number of existing, accessible games have been studied and analyzed to pro-

vide insights and understanding as to the importance of encouraging universal access

in this field. Though our survey work covered several types of disabilities, the bulk of

this dissertation focuses on improving accessibility for the visually impaired. Specific

design strategies are illustrated and proven by the development and evaluation of

actual blind-accessible games.

Case studies are presented for each of the three games we developed during the

research period. We developed the first mainstream game using haptic feedback. The

first screen-reader-accessible virtual world interface is built to explore more strategies

for developing blind-accessible games. A third game, developed for sighted users,

demonstrates that data collected during gameplay can be used for other purposes

including improving accessibility in another game (Second Life). Furthermore, user

studies were conducted that focus on the enjoyment, educational, and social interac-

tion aspects of these games while evaluating their ease of access.
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Chapter 1

Introduction

Video games have become, over the past few decades, a mainstream form of entertain-

ment, currently eclipsing Hollywood’s box office sales [148]. According to the NPD

Group, currently more than 100 million home video game consoles are present in

U.S. households [85] and an estimated 63% of the U.S. population plays video games.

About 51% of these gamers play on at least a weekly basis [32]. An explanation for

this popularity could be that games provide something that other forms of entertain-

ment, such as books, music, and movies, cannot provide: interaction. Games are also

increasingly used for purposes other than entertainment. Educators are discovering

the cognitive potential of games in the classroom [42, 63, 66, 118], and many other

learning environments, as a viable and efficient platform for education [43, 95, 124].

In addition, games have also been used in medicine [121], rehabilitation [74], reli-

gion [125], and politics [89].

Despite the high level of interest in games, a large number of people are unable

to play games because of a disability. Based on a variety of studies compiled by the

United Nations, it appears that between 10% and 20% of the people in a given country

can be considered disabled [28]. As games have grown significantly in complexity over

the past decades [13], not only has development become more costly and risky but

the difficulty of making games usable and accessible has also increased. The earliest

games such as Pong and Space Invaders were relatively easy to control because the

complexity of the gameplay was limited by hardware constraints. Limited amounts

of processing power and memory simply did not allow for very complex game simula-
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tions. Consequently, the simplicity of most games required relatively small amounts

of input. Most of the controllers at the time only had one analog input (such as a joy-

stick or rotary dial) and one or two input buttons, making games straightforward and

intuitive to play. Usability problems were uncommon, though accessibility problems

existed. Deaf players were not limited in any way because the games didn’t rely upon

one’s ability to hear sounds as most games did not have sound at all. The simplicity

of joysticks allowed motor impaired individuals to hook up specialized input devices,

such as switches, to play games.

However, most games were inaccessible to the blind players, even in the earliest

days of video gaming. Globally, it is estimated that more than 161 million people

were visually impaired (2002), of whom 124 million people had low vision and 37

million were blind [146]. Because the number of potential gamers with vision im-

pairments is high and because vision impairments generally present critical obsticles

to participating in video gaming, we chose to focus this research on the generalized

accessibility of games for the visually impaired.

In video games, visual representation are the most common means of conveying

information and modern, advanced graphics allow for greater and more detailed artic-

ulation of such information. Finding alternative information conveyance mechanisms

to replace visualizations, with the goal of being able to share information as well as one

can using visualizations, can be incredibly difficult. Though various research projects

and assistive technologies to promote game accessibility for the visually impaired have

been developed, most existing solutions are similar in some respects, using audio to

replace or enhance visual representation. The ultimate goal in this field of research is

to develop games for visually impaired people that are entertaining and beneficial in

the same ways that sighted individuals enjoy. This dissertation seeks to enable this

ambitious goal through the following contributions: i) a general interaction model for

video games that allows better understanding of gameplay and interaction require-

ments for people with disabilities; ii) developing two new blind-accessible games; and

iii) introducing new strategies for making games for the visually impaired.
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The remainder of this dissertation is structured as follows: Chapter 2 presents

basic definitions and background information on games and disability, including a

survey of the related literature. Description of strategies of making games accessible

are also addressed in details. A case study of a blind-accessible game, BlindHero,

is created and discussed in Chapter 3. The process from the initial game design to

user study is explained in detail, along with the brand new strategy introduced for

developing blind-accessible game. Chapter 4 presents a text-based Second Life client

that we developed, TextSL, which allows blind people to access virtual world purely

relying on a screen reader. Existing problems with this development are discussed

including lacking of meta information. This leads to the final study of creating a

game within Second Life to improve virtual world meta information, presented in

Chapter 5. We follow the idea of “game with a purpose” and successfully develop a

fun game to improve object labeling and taxonomy in virtual world. Conclusions and

a look at open problems that have presented themselves appear in Chapter 6.
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Chapter 2

Game Accessibility: Current
State-of-the-art

Over the past decades, technological advances in console technology, including ad-

vances in processor, storage media, memory and graphic cards, have allowed signifi-

cantly complex gameplay and high-resolution, realistic graphics and sound. As games

evolved over the years, the barriers were raised for people with disabilities to play

games. For example, the introduction of the CD-ROM allowed game developers to

provide audio dialogue with their game, which often replaced traditional text output,

making the game inaccessible to those with hearing impairments. Instead of relying

purely on visuals, games started to rely upon the ability to hear (explosions or gunfire)

and to feel (haptic feedback). Current highly realistic games require more elaborate

and precise control schemes and more sophisticated controllers allowing concurrent

multi-button inputs. Figure 2.1 shows a brief overview of the evolution of different

Figure 2.1: Controllers: Atari Controller (1980), Super Nintendo (1992), Playstation
3 (2005)

controllers. The Atari controller used in the eighties only had one analog input and



5

one button. The controller that came with the Super Nintendo, one of the most pop-

ular consoles in the nineties, had one digital/directional input and 8 buttons. The

PlayStation 3 controller, a console that came out in 2007, has a stunning 5 analog

inputs and 17 buttons. A consequence with more control options in games is that

the player often has to interact with different inputs simultaneously. For instance, a

simple tennis simulator such as Pong only allows the player to move the paddle up

and down. A modern day tennis simulator such as Virtua Tennis 3 [110] offers signifi-

cantly more control options to the player such as the ability to move the player on the

court, using different tennis strokes (forehand/ backhand), and using spin effects on

the ball. All these advances in technologies introduced more and more accessibility

problems to games.

We started this dissertation by surveying a large number of accessible games to

reflect the current state-of-the-art on game accessibility. In this chapter, Section 2.1

introduces a generic interaction model for games, which we use to identify how a

disability affects one’s ability to play games. Estimates are provided for the number

of people in the U.S. whose disability affects their ability to play games. Section 2.2

surveys accessible games for a number of different types of impairments and game

genres and discusses the different strategies used in making them accessible. Sec-

tion 2.3 summarizes the different strategies that have been identified and discusses

our intention and goal for this research.

2.1 Games and Impairments

Before introducing the game interaction model, we provide background information

on disabilities and video games, and define consistent terminologies with which we

refer to throughout this dissertation.

2.1.1 Video Games

Video games come in different genres, more than 20 of which have been identified [33,

59, 143]. Due to a general lack of commonly agreed-upon genres or criteria for the
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definition of game genres, the classification of games is not always consistent, and

some games may fit into more than one category. Therefore, we limit ourselves to the

following eight seminal game genres:

1. First-person Shooter (FPS) games are action games played from a first-person

perspective that involves shooting enemies with a range of different weapons.

Popular examples include Doom, Quake, Halo, and Half-Life.

2. Strategy games are combat games involving resource management and strategy.

Players must build and manage units that can be used to harvest resources

or attack enemies. Some of these games are played in real-time (RTS) while

others are turn-based (TBS). Typically these games are played from a top-down

perspective. Popular examples include Command and Conquer, Warcraft, and

Civilization.

3. Sports games simulate the playing of traditional sports such as tennis, football

or soccer. Examples include Madden and FIFA Soccer.

4. Role-playing Games(RPG) involves playing a character that goes on quests and

grows more powerful along the way. Examples include Neverwinter Nights and

World of Warcraft (WoW).

5. Puzzle games test problem solving skills such as logic, strategy, pattern recogni-

tion, and sequence/word completion. Examples include Tetris and Bejewelled.

6. Racing games emulate driving a car on a race track such as Burnout Revenge,

Project Gotham Racing, and Super Mario Karts.

7. Dance/Rhythm games emulate the playing of or dancing to music through cus-

tom controllers such as Guitar Hero and Dance Dance Revolution.

8. Adventure games are characterized by investigation, exploration, puzzle-solving,

interaction with game characters, and a focus on narrative rather than sensi-
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motor challenges. Popular adventure games include Myst and the Sam and Max

series.

The first games, such as Pong, were limited to be played on arcade machines but

nowadays, a plethora of platforms exist that can be used for game playing:

• Consoles: a computer specifically designed for the purpose of playing games.

Players typically use a controller to interact with their console. Examples are

the Xbox 360, PlayStation 3, and Nintendo Wii.

• Handheld systems: A portable gaming device, similar to a console, that has

the controls built into the device. Examples include the PlayStation Portable

(PSP) and Nintendo DS.

• Mobile phones typically allow for playing arcade-style games such as Tetris, but

because mobile phones have significantly advanced in hardware over the past

years, their distinction from handheld systems becomes less obvious. Games on

cell phones are typically referred to as casual games.

• Personal computers allow for a variety of usages including playing games. Users

typically play games using a mouse, keyboard, or controller.

• Arcade machines can still be found in arcades and they typically offer more

sophisticated ways to interact with the game than other gaming systems. For

example a racing game may be embedded in a race car with sophisticated haptic

feedback.

2.1.2 Classification of Impairments

There are many ways to define a disability. The definition should be broad enough to

cover all persons of interest, yet detailed enough to reflect the scope of our research.

In the World Health Organization’s (WHO) manual - the International Classification

of Impairments, Disabilities and Handicaps (ICIDH) (1, 2) [145], “an impairment is a

disturbance affecting [:] functions that are essentially mental (memory, consciousness)
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or sensory, internal organs (heart, kidney), the head, the trunk or the limbs; disability

is a restriction or inability to perform an activity in the manner or within the range

considered normal for a human being, mostly resulting from impairment.”In this dis-

serataion, the following disability classification is used based on the ICIDH standards

and also in accordance with the writing guidelines for technology and people with

disabilities in [20]:

• Visual impairment - is the consequence of a certain degree of vision loss such

as low vision/partially sightness, legal blindness, complete blindness. Color

blindness is considered a visual impairment.

• Hearing impairment - refers to complete or partial loss of the ability to

hear from one or both ears. The level of impairment can be mild to profound.

Deafness refers to the complete loss of ability to hear from one or both ears.

• Motor impairment - is a loss or limitation of function in muscle control

or movement or a limitation in mobility. Common causes include arthritis,

paralysis, cerebral palsy, or repetitive strain injury. Motor impairment may

also include difficulties in speech control and the need to use input devices

other than a mouse or keyboard.

• Cognitive impairment - is a mental and psychological disorder ranging from

mental retardation developed during childhood to Alzheimers or senility as a

result of aging. People with autism, Down syndrome or other mental retar-

dation are also included. Their main characteristics are impairments in social

interaction, impairments in communication, restricted interests and repetitive

behavior. Dyslexia and ADD are also common cognitive impairments.

This is not a comprehensive list of impairments, as different categories of dis-

abilities can be defined based on the needs and the targets of a study. For instance,

American community survey [2] categorized visual and hearing impairments as sen-
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sory disabilities. In this survey, however, we separate visual and hearing impairments

as the barriers these players face may vary significantly.

2.1.3 Game Interaction Model

Gameplay and interaction design are two different, but related, concepts. Designing

gameplay is all about finding a way to interact with a computer that is fun and

engaging. For example, to simulate the game of tennis, the game Pong allows the

player to reflect a ball using a paddle, which is considered a fun way of interacting

with a computer. Interaction design, however, deals with providing “fun” in the way

that the player:

• Expects it (usability): If Pong is played with a joystick, the player expects to

control the paddle in the most intuitive or simple way, by moving the joystick

up and down and not by some exotic combination of pushing buttons. Usability

problems in games [34, 37], such as not being able to skip cutscenes or awkward

control schemes, may severely impact the commercial success of a game [105].

• Requires it (accessibility): Not every player is able to provide input or receive

feedback to the extent that most game developers assume they are. Someone

suffering from a disability might not be able to see or hear, which is a problem

because all games use these mechanisms to provide feedback to players. Some-

one who is suffering from severe motor impairment, such as paralyzation, might

not be able to use an existing controller and requires specific controllers that

can be controlled with the mouth, head or feet . These controllers may limit the

player’s ability to respond as quickly and precisely as most games require them

to. Interaction design must incorporate accessibility requirements so players

with disabilities can participate.

Because an impairment may affect a player’s ability to play games to different

extents, a generic interaction model for games is defined, allowing us to identify

exactly what kind of barrier a player with an impairment faces. This model was
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derived by analyzing how a player interacts with a game for a number of different

game genres and finding commonalities between the steps that are performed when

playing a game. As an example of our analysis and to illustrate how we derived the

model, Figure 2.2 shows the interaction of player with three different game genres

(FPS, puzzle and racing) broken down into different steps.

 FPS (Quake) Puzzle (Tetris) Racing (NFS) 

R
ec

ei
v

e 

S
ti

m
u

li
 An enemy appears on the screen and 

sounds of gunfire and explosions are 

made. Haptic feedback is provided 

through the controller. 

A block falls from the top and the 

background music's tempo increases to 

indicate that blocks are stacked too 

high are falling faster. 

The engine noise of an opponent's 

car is heard to the right and behind 

and haptic feedback is issued to the 

control to indicate a slight collision. 
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The player receives feedback and 

decides to fire his/her gun. 

The player decides to change the 

block's orientation and position then 

lets the block continue to fall naturally. 

The play may decide to move right 

to block the competitor while 

speeding up. 

P
ro

v
id

e 

In
p

u
t The player physically issues the fire 

command through the game 
controller.  

The player uses the controller to issue 

the commands using the digital input 
pad. 

The analog controller is used to 

steer the car and an analog trigger is 
used to accelerate. 

The enemy is killed and the game 

state changes to reflect that.  

A line is cleared and points are 

increased. 

The speedometer and time elapsed 

update. 

R
ep

ea
t 

Repeat these steps until the player 

dies, finishes, or quits the game. 

These steps are repeated until the 

player dies, finishes or quits the game. 

These steps are repeated until the 

player finishes or quits the game. 

!

Figure 2.2: Interaction with a Game

We followed the same standard for the rest of the game genres, and generalized these

steps into a generic interaction model for playing games, which serves us later on in

our analysis of how players with disabilities are limited in playing games. This model

consists of the following three steps:

1. Receive stimuli. Games provide stimuli in three different forms: visual, audi-

tory, and haptic. Depending on the type of game, stimuli can be further divided

into two categories:

(a) Primary stimuli must be perceivable by the player in order to play the

game. Almost all games use visuals as primary stimuli. For example in

an FPS game, visuals are used as a primary stimuli and without visual

feedback the game cannot be played. Though sound and haptic feedback

may be provided, this typically does not provide sufficient information
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to be able to play the game. For example, the player may hear or feel

the presence of an enemy but may not be able to determine the enemy’s

location. Though a game typically has only one primary stimuli, some

games such as dance/music games rely upon music to such an extent that

visuals and audio are both primary stimuli.

(b) Secondary stimuli is provided as a supplement to a primary stimulus. Being

able to play a game does not depend upon being able to perceive a sec-

ondary stimuli. In an FPS without sound or haptic feedback, the player

can still play the game to a large extent, but the player may suffer from a

reduced gaming experience.

2. Determine response. Based on the specific set of stimuli that the game

provides, the player must cognitively determine which in-game response(s) to

provide from the set of available game actions. These actions are specific to the

game and are typically defined by the game’s genre. For example an FPS may

allow the player to navigate his character, whereas an RTS game may allow the

player to group units together. The player either chooses a combination of one

or more actions or may decide to not provide an action at all.

3. Provide input. After deciding which in-game response(s) to provide, the

player must physically issue the chosen action(s) through the input device used

to interact with the game. Typically games require the player to actuate a

physical device such as keyboard, mouse, controller or a steering wheel. Some

games may allow voice commands. Input devices can be categorized into two

different groups:

• Discrete input: A device that measures discrete input, such as an on-off

switch. A keyboard and the buttons on controllers are examples of this

type of input.

• Analog input: A device that measures continuous input, such as a mouse

or a thumbstick on a controller.
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Because the amount of interaction required to control an analog input device

is significantly higher than that of a discrete device, precise motor skills are

required. Discrete input devices are relatively easy to control if the number is

inputs is small. However, as the number of inputs increases (such as on a key-

board with dozens of keys) or when multiple inputs need to be provided simulta-

neously, it becomes increasingly difficult to provide input efficiently. Controllers

typically provide a combination of analog and discrete inputs. Most game con-

trollers have two analog inputs (thumbsticks) and a number of discrete inputs

(buttons or triggers).

After performing these three steps, the internal state of the game may change

and new feedback may be provided. The steps are repeated until the player wins,

loses or quits the game. These steps are illustrated by a message sequence diagram

and a state machine in Figures 2.3 and 2.4.

Figure 2.3: Interaction Sequence Diagram
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Figure 2.4: Finite State Machine

2.1.4 Playing a Game with an Impairment

Using our interaction model, we can analyze precisely how an impairment affects each

one of the steps defined in the model:

• Visually impaired players may be unable to perceive primary stimuli. With-

out this feedback it is impossible to determine what in-game response and what

physical input to provide, though these players are cognitively and physically

able to perform such tasks.

• Hearing impaired players may be unable to perceive secondary stimuli. Be-

cause audio is typically used as a secondary stimuli, the auditory impaired player

may still be able to play games, but players may experience a reduced gaming

experience and may miss out on spoken dialog in cutscenes and ambient sounds

like approaching footsteps. There are some games that rely on both audio and
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visuals as primary stimuli, such as dance/rhythm games. In such cases, the

auditory impaired player may be unable to perform steps 2 and 3 of our model.

• Cognitive impaired players are primarily affected in their ability to cogni-

tively determine an in-game response. A learning disability, for example, may

make it difficult for the player to learn how to play a game and understand

what in-game response options the game provides. Limited cognitive reasoning

skills may prevent a cognitively impaired player from determining what in-game

response to provide based on feedback provided.

• Motor impaired players are limited in their ability to provide input physically.

A quadriplegic player may be unable to use a regular controller or a mouse

and keyboard and often has to rely upon specific input devices with limited

input capabilities. Consequently, these players may have a hard time providing

specific types of input because they may find it difficult to position a game

object precisely, or activate multiple input devices simultaneously, especially

when these inputs need to be provided within a certain amount of time.

This analysis reveals that each type of impairment corresponds with exactly one

step in the game interaction model. Sensory impairments such as vision and auditory

impairments correspond to the first step, cognitive impairments to the second step

and motor impairments to the third step of the game interaction model. This strict

separation may indicate that, for these types of impairments, fundamentally different

solution strategies are needed to make games accessible.

2.1.5 Game Accessibility Statistics

“How many people cannot play video games because of a disability?” is a key ques-

tion to investigate because, to our knowledge, such data has not been determined in

any study and could lead to more awareness. International disability statistics can

be found at the United Nations Statistics on Human Functioning and Disability [28].

However, it is not recommended to combine statistics from different countries or re-
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gions, given the many differences in survey design, definitions, concepts and methods.

As a result, we limit ourselves to compiling statistics for the U.S. because it is the

largest gaming market in the world and also has detailed data available on people

with disabilities.

According to the census of 2002 [130], about 51.2 million people have some level

of disability, and 32.5 million of them are severely disabled. Although not all of them

are unable to play games or have a desire to play games. According to the NPD

Group, 63% of the U.S. population plays video games [85]. This report is based on

online survey responses from 5,039 members of NPDs consumer panel. However, this

estimate does not indicate any numbers of players by different age categories. It is

not a surprise that elder generations play fewer video games than younger ones, since

video games were invented in the early nineteen-seventies and only became common-

place in the eighties and nineties. Another NPD Group study revealed that there

are 100 million video game consoles in U.S. households [85]. The largest audience

segment is 18- to 34-year-olds, who own 40% of the market, followed by 35+ and 13-

to 17-year-olds, each at 18%. This study does not take into account that players may

own multiple consoles. A recent survey conducted by Information Solutions Group

on behalf of PopCap Games (one of the largest casual game producers) showed that

more than one in five (20.5%) players of casual video games have a physical, mental

or developmental disability [93]. A total of 13,296 casual game players responded to

this survey, with 2,728 respondents identifying themselves as “mildly” (22%), “mod-

erately” (54%) or “severely” (24%) disabled. This study is restricted to the casual

game genre and may not be representative for other genres.

All of the aforementioned statistics further illustrate that video games are popular

and that the participation of a significant percentage of the population is affected by

disabilities. It is difficult to provide an exact number of players that are unable to

play games, because those statistics lack the total number of people who play games

differentiated across age categories. Detailed analysis of how a disability affects one’s

ability to play games is needed. To our best knowledge such statistics have not been
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determined in any study.

Our analysis in the previous section reveals that a disability limits one’s ability to

play games to different extents: players with severe vision impairments typically find

themselves excluded from playing games, whereas severe auditory impaired people can

still play games but typically suffer from a reduced gaming experience. The barriers

to playing games may also differ within a particular type of impairment. A severe

vision impairment such as blindness restricts the ability to perceive visual feedback

completely excluding someone from playing games whereas a minor vision impairment

like colorblindness often only leads to minor problems while playing games. It is

important to distinguish the different types of barriers disabled individuals face when

trying to play computer games. Consequently we define two different types of barriers:

◦ Critical: A disabled player is unable to play the game.

◦ Non-critical: The game is playable, but the disabled player may suffer from a

reduced or sub-optimal gaming experience.

Table 2.1 has been constructed by analyzing the data collected for the 2002 cen-

sus [130]. The number under each age group on the first row indicates the total

surveyed population for that group. The 2002 census provides a detailed breakdown

of each type of impairment into more specific impairments. For example, motor im-

pairments are broken down into specific physical tasks that cannot be performed

(difficulty walking, difficulty grasping objects, etc.). Sensory disabilities are subdi-

vided into severe and non-severe categories, allowing us to distinguish players who

are blind or deaf from those with less severe vision or auditory impairments. For

each impairment subtype in the census data, we first analyze whether it affects the

ability to play games and then, if that is the case, we categorize the type of barrier

(critical/non-critical) based on our analysis of how a disability affects the ability to

play games. Because audio is typically used as secondary stimuli in games, we iden-

tified a severe hearing impairment as a non-critical barrier, and a non-severe hearing

impairment is not identified as a barrier. To select motor impaired players who are
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unable to provide primary input, we selected the task “difficulty grasping objects”

from the 2002 census data. Unfortunately this task is missing for the data for children

age 5 to 14 and instead we selected the related physical tasks such as difficulty eating.

These two numbers are listed in parentheses.

In Table 2.1, the total number of people in the U.S. estimated to have their ability

to play games affected by a disability is 32,213,000 (∼11% of U.S. population). This

can be further detailed into 6,267,000 individuals (∼2%) who are unable to play a

game at all and 25,946,000 individuals (∼9%) who are able to play games but suffer

from a reduced gaming experience.

Table 2.1: Selected Disability Measures (Number in thousands)
Disability
Level

Barrier Age 0-14 Age 15-24 Age 25-64 Age > 64 All Age

from Census Type 60,605 39,453 149,031 33,742 282,831
Motor Impaired - difficulty grasping objects
severe critical (147) 130 310 331 918
not severe non-critical (433) 382 283 2,647 3,745
Visually Impaired - difficulty seeing words/ letters
severe critical 42 210 762 951 1,965
not severe non-critical 147 383 2,987 2,852 6,369
Hearing Impaired - difficulty hearing conversation
severe non-critical 39 155 418 506 1,118
Hearing or Cognitive Impaired - difficulty with speech
severe non-critical 135 123 313 156 727
Cognitive Impaired - cognitive limitations
learning
disability

non-critical 1,082 1,217 2,036 154 4,489

mental
retardation

critical 226 339 827 55 1,447

alzheimer, se-
nility, demen-
tia

critical n/a 30 648 1,259 1,937

other mental
or emotional

non-critical 256 483 2,140 352 3,231

Totals
all disabilities critical 415 709 2,547 2,596 6,267
all disabilities non-critical 2,092 2,743 8,177 6,667 25,946
all disabilities all barrier 2,507 3,452 10,724 9,263 32,213
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The number of people who want to play games but find themselves excluded

from playing games is likely to be smaller than the entire population of disabled

individuals, because not everybody plays games. It is also worth noting that age is

strongly correlated to the likelihood of disability. As shown in Table 2.1, less than

4% of people under age 15 are impaired, and over 27% of senior citizens (persons 65

years old and older) have a disability. While the percentage of senior game players

is relatively low, we should keep in mind that current gamers are getting older and

accessibility problems might present themselves in the very near future as they age.

2.2 Overview of Accessible Games and Strategies

This section surveys existing accessible games for each of the disability categories

defined in Section 2.1.2 for a number of different game genres. Section 2.1.3 revealed

that each type of impairment corresponds with one step in our interaction model,

which gave rise to the conjecture that fundamentally different solution strategies may

be required to make these games accessible. By analyzing the strategies used in each

game, we seek to find evidence to support this conjecture. The accessible games have

been found by searching information technology websites, online and paper-based

journals, academic databases, academic institution websites and related conference

websites.

2.2.1 Games for Motor Impaired Players

Motor impaired players often find it difficult or impossible to use conventional game

input devices such as controllers or a mouse and keyboard, and they have to revert

to alternative input devices specifically designed to accommodate their abilities.

Alternative Input Devices

A number of input devices have been developed that allow motor impaired players

to interact with games, such as switch inputs (Figure 5.2.1) [90], head trackers [81],

eye controllers [115], mouth controllers (Figure 5.2.2) [71], one-handed controllers
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(Figure 2.5.3) or brain wave controllers (Figure 2.5.4) [82]. Software solutions exist

such as a vocal joystick [52, 57] that enables the player to control a cursor using voice

commands. This technique has been successfully used to control games as well, such

as Tetris [116], either using speech or non-speech techniques.

2.5.1: Switch Controller 2.5.2: Mouth Controller [71]

2.5.3: One-Handed Controller 2.5.4: Brain Controller [82]

Figure 2.5: Controllers for Players with Motor Impairments

Alternative input devices are typically constrained with regard to the amount and

types of input that can be provided when compared with conventional game input

devices. A game that allows voice control will accept only one voice command at the

same time, whereas a regular controller allows one to provide a combination of inputs.

A one-handed controller typically provides only one analog input, whereas a regular

controller has two analog thumb stick inputs. Playing a game with a one-handed

controller that requires two analog inputs often leads to problems. For example,

a first-person shooter may use one analog input for moving and another one for
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controlling the camera. Typically these controls are used simultaneously, which is not

possible with a one-handed controller. An eye controller or brain wave controller may

not allow for precisely controlling a cursor on the screen with the same precision as a

non-disabled player with a mouse or a thumbstick. A switch is an assistive technology

device that replaces the use of a mouse, keyboard, controller or joystick which severely

motor impaired players may find difficult to use. Switches can be operated by any

body part that is able to produce consistent and voluntary movement, and different

types of switches can be identified based upon the type of action required to use

them (sip and puff, pull, push, or squeeze). Severely motor impaired individuals

may sometimes be able to use only one switch, whereas less severely motor impaired

individuals may be able to use multiple switches. A mouth controller, like the quad

controller [71] used by players with quadriplegia, offers a number of different switch

inputs such as a sip and puff. Binary input is the smallest amount of interaction

that can be provided with a switch, because holding down the switch for a certain

amount of time may be impossible for a sip and puff device or painful for someone

with arthritis.

Switch players who have good cognitive skills, including the ability to time their

input, distinguish between choices, or understand the results of a particular choice,

can provide more complex input (at a slower rate) through a mechanism called scan-

ning [113]. Scanning folds a set of interaction options into a chain and iterates over

each link, allowing the player to select that interaction option. For example, Mi-

crosoft Windows XP has a built-in, on-screen keyboard with support for scanning,

allowing the player to input 40 different keys through a switch device. Input through

a scanning mechanism inherently slows down the rate of input because it may take

time before the right input is selected, depending on how many input options are

attached to each chain. A number of different scanning mechanisms [120] have been

developed that aggregate several different input options and offer multi-step selection

as a mechanism to access each aggregated option. For example, to select a point in a

2-D grid, one can use a two step row-column scanning mechanism.
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Selected Games

Alternative input devices are constrained with regard to the amount and type of

input that can be provided. As a result, motor impaired players who use such de-

vices are constrained to playing games that take into account the limited amount

of input the player can provide. Though some games exist with limited input op-

tions, we are interested in finding more strategies for making games accessible to

players with motor impairments. We therefore focus on games that can be played

with the smallest amount of input, e.g. one-switch games. The one-switch website

(http://www.oneswitch.org.uk) is a non-profit website dedicated to such games, and

it lists about 70 arcade-style one-switch games, all of which can be downloaded for

free. A number of games have been selected that cover all game genres as well as all

the different strategies used to make the game switch accessible.

◦ Strange Attractors [138] is a one-switch puzzle game, where the goal is to

reach the exit of a level with a spaceship (see Figure 2.6). Holding the switch

activates the spaceships gravity drive allowing the player to sling and bounce

himself through a field of planets towards the exit. The gameplay is built around

switch input and is completely original.

Figure 2.6: Strange Attractors [138]
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◦ Mini Golf [119] is a remake of a two-dimensional golf game. It uses a two-step

scanning mechanism that allows the player to first select a direction where the

ball needs to go and then select the amount of impulse to give the ball. After

these two variables are set, the ball is hit. If the ball does not end up in the

hole, the two-step scanning process is repeated.

◦ Jet Boarder [21] is a racing game see Figure 2.7. During the race, the player

will always accelerate and will continuously steer left. Holding the switch will

steer the player to the right.

Figure 2.7: Jet Boarder [21]

◦ Frogger [117] is remake of the classic 1981 Sega game Frogger. To allow for

one-switch access, the amount of interaction in this game has been reduced. In

the original version of the game it is possible to move the frog left and right as

well as jump forward or backward. In this version, however, the frog can move

only forward and backward using a scan mechanism.

◦ Branston and the Lost Machine [36] is a one-switch adventure game. The

game uses a context-sensitive scan mechanism that changes the action bound
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to the switch input to allow for a larger amount of actions to be provided.

For instance, when moving through the world, holding down the key will move

the character in its facing direction, and tapping the button will change the

direction he is facing. If the character is standing in front of a door however,

tapping the key will make the character move into the building.

◦ Sudoku Access [84] uses a three step column/row scanning mechanism (shown

in Figure 2.8) to allow a player to play the game of Sudoku using one-switch

input. The game also allows for control using voice input.

Figure 2.8: Sudoku Access [84]

◦ Gordon’s Trigger Finger [55] is a modification of the multi-player version of

the popular FPS Half-Life 2. This modification puts the player on top of a bot

which automates navigation as well as aiming, allowing the player to control

the gun using one-switch input. A player can play against other bots or against

other players.

Strategies Identified

All the games use scan-accessible menus that allow the player to configure or start the

game. In addition, a combination of strategies are used to make the game accessible:
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◦ Reduction: Part of the original interaction is completely removed. For exam-

ple, in one-switch Frogger the option to make the frog go left or right has been

removed, and the player can move only up or down.

◦ Automation: Part of the original interaction is automated. For example, firing

the gun in Gordon’s Trigger Finger is done automatically.

◦ Scanning: Several games use scanning and we identified two different forms.

A context-sensitive (CS) scanning mechanism changes depending on the state

of the game. In Branston and the Lost Machine, the switch action changes

depending on whether the character stands in front of an object such as a door.

A context-agnostic (CA) scanning mechanism is the same throughout the game.

Multistep scanning mechanisms are used in Sudoku Access, which uses a three-

step row-column-number selection, and in Mini Golf with a two-step scanning

mechanism to determine the direction and magnitude. Most of the games that

use scanning are not time sensitive with the exception of Frogger, which only

has two different actions to be scanned over.

Table 2.2 shows the strategies used in each game. With the exception of Strange

Attractors, most games use one or a combination of strategies. Games can further

be distinguished by whether or not they are binary, one-switch compatible. Applying

Table 2.2: Strategies Used to Make Games One-switch Accessible

Name of Game Genre
Modi- Binary One Reduc- Auto- Scanning
fication Switch tion mation

Strange Attractors
Puzzle

no no - - -
Sudoku Access yes yes no no CA
Jet Boarder Racing yes no yes yes no
Mini Golf Sports yes yes no no CA
Frogger Arcade yes yes yes no CA
Branston Adventure yes no no yes CS
Gordon’s Trigger

FPS yes yes yes yes no
Finger

particular strategies to an existing game to make it one-switch accessible may sig-
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nificantly alter the gameplay. For example, in Frogger, by removing the option to

go left or right, the gameplay changes from being able to positioning the frog in two

dimensions to more of a timing-based challenge game that requires carefully timing

when to move the frog back or forward. By automating the navigation and aiming

in Gordon’s Trigger Finger, the gameplay has fundamentally changed from an FPS

to a “rail shooter” where the player feels he is tied on a rail like a roller coaster.

When making games accessible to the motor impaired, it is important to under-

stand how the gameplay must change to avoid creating a game that is not fun or

challenging to play. To avoid any changes in the gameplay, it is important to preserve

the original input options as much as possible. Sudoku Access and Mini Golf are

examples of one-switch games that offer the same number of input options as the

non-accessible versions. They have been implemented using a scanning mechanism.

One of the disadvantages of using a scanning mechanism is that it slows down the

input rate, but this is not a major problem for these games because they are not

time sensitive. For time-sensitive games such as Frogger, having the player interact

through a scan mechanism with many inputs may be too slow and frustrating, and

as a solution some of the input options have been removed to keep the game fun to

play.

2.2.2 Games for Visually Impaired Players

Visually impaired players may find it difficult or impossible to receive feedback from

games because visuals are typically used as a primary stimulus. Features, such as

high-contrast color schemes accommodating color blindness, scalable fonts or the

ability to zoom in, are recommended by accessibility guidelines for software and the

web [137] and can be found in a number of commercial games. For example, many

games allow for increasing the font size. A number of puzzle games allow for using

different color schemes when a player is colorblind [108], and many FPS and RTS

games allow for customizing the colors of the units of the enemy. Severely visually

impaired individuals, however, do not benefit from such features and specific strategies
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are used to make games accessible to them.

Selected Games

Many games have been developed for the blind [39, 102]. An extensive list can be

found on the website (http://audiogames.net). A number of games have been selected

that cover a broad range of game genres as well as all the different strategies that are

used to make the game accessible to blind gamers.

◦ Mach 1 Car Racing [68] is a remake of the classic racing game Pole Position.

Audio cues, such as the echo of your engine, are used to indicate which direction

to turn. The game uses self-voicing with an adjustable rate of speech. Players

control their car using the arrow keys.

◦ Shades of Doom [46], AudioQuake [6], Terraformers [139] are FPS games.

These three games use different strategies to make them accessible. Shades of

Doom uses audio cues such as footsteps to help find the way through the levels.

A navigation tool provides synthetic speech about the player’s surrounding.

AudioQuake uses “earcons” which are structured sounds that obey musical

conventions [16]. These alert the player to an object or event. Terraformers

uses a sound compass where different tones are used to indicate the direction

the player is pointing. It also offers a sound radar that can be used to identify

what is in front of the player. By using a “ping”, it is possible to tell how far

objects are in front of the character. Using a key on the keyboard, it is also

possible to tell what type of object is in front of the character, using a voice

playback system. All games use stereo sound to convey spatial information.

These games have the same controls as regular FPS games.

◦ The Last Crusade [30] is a role-playing RPG game that uses self voicing

to read out the events of the game. A player uses a keyboard for basic con-

trol including spacebar for stats reporting and instructions and arrow keys for

navigation.
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◦ AudioBattleShip [106] is a turn-based strategy game that was initially de-

signed to be used for cognitive development purposes with blind children. A

wacom tablet is used as an input device. A grid system is built over the tablet

in order to represent the matrix of the battlefield and some additional help but-

tons for triggering actions. Audio cues are provided to inform about a specific

spatial location on the board or the occurrence of certain actions such as the

sound of a bomb dropping over certain cells in the battle grid. Though the wa-

com tablet does not provide haptic feedback, because it is a constrained input

device it allows for better mental mapping of the battlefield.

◦ GMA Tank Commander [47] is an audio-only version of the classic game

Tank Commander. The type of enemy is indicated using audio cues and its

location through surround sound. The player controls their tank using his

keyboard.

◦ Speed Sonic Across the Span [87] is a platform game. Audio cues are used

to indicate objects and obstacles. The sound is consecutive with the platform

panning to the right-left throughout the game. Players control their characters

using a controller.

◦ Metris [60] is a musical version of Tetris that works with a screen reader. Audio

cues such as tone and beats determine what input the player must provide.

There is not much information provided by this game except the menu systems,

which is why it could be handled by a screen reader.

◦ Finger Dance [79] and AudiOdyssey [44] are dance/rhythm games. Finger

Dance is modifications of Dance Dance Revolution (DDR). Music games provide

visual feedback based on the music that is played, indicating which inputs to

provide on specific input devices such as a dance mat or a guitar controller.

Finger Dance changes the original game play of the DDR game significantly

because it replaces the original music with audio cues that indicate which keys
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the player must provide. AudiOdyssey caters to sighted as well as visually

impaired players and uses audio cues to indicate to the player when to provide

input with a motion sensitive Wii-mote controller.

Strategies Identified

The menus in all games are accessible through speech except for Metris, which uses a

screenreader. The overall strategy used to make games accessible to severely visually

impaired players is to replace visual feedback with a form of feedback that the player

is still able to perceive.A number of different strategies for turning visuals into audio

have been identified:

◦ Replace visuals with audio.

◦ Speech can be provided either by a screen reader when text is provided

or using self voicing.

◦ Audio cues use real world sounds such as the sound of wind or footsteps

to provide information or hints to the player.

◦ Sonification uses non-speech audio to convey information using changes

in pitch, amplitude or tempo [8]. A number of specific sonification tech-

niques can be used:

◦ Auditory Icons: sound effects indicate different objects or actions.

◦ Ear Cons: one or more tones are used as a language to indicate

different objects or actions.

◦ Sonar: a sonar-like mechanism conveys spatial information on the

locations of objects.

◦ Enhance visuals. Players with low vision can be supported by modifying visual

stimuli using high-contrast color schemes, color schemes for color blind players,

scalable fonts, zoom options or the ability to customize the color of enemy units.
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Table 2.3 provides an overview of the games we surveyed, the accessibility mechanisms

used as well as the input devices the player uses to play the game. Most games we

surveyed use regular input devices such as a keyboard or controller. Some input

devices are able to provide haptic feedback [103].

Table 2.3: Blind-accessible Games and Strategies used
Name of Game Genre Modification Feedback Input
Mach 1 Car Racing Racing yes audio cues keyboard
Shades of Doom

FPS
yes audio cues, speech

keyboardAudio Quake yes sonification,
speech

Terraformers no sonification,
speech

The Last Crusade RPG no speech keyboard
AudioBattleShip RTS yes audio cues tablet
GMA Tank Com-
mander

Arcade yes audio cues keyboard

Speed Sonic Across
the Span

Platform no audio cues controller

Metris Puzzle yes sonification keyboard
AudiOdyssey

Music
no audio cues Wiimote

Finger Dance yes audio cues keyboard

2.2.3 Games for Hearing Impaired Players

Audio plays an important role in most games. Sound and music can add an extra

dimension to the gaming experience. Few games use audio [133] as a primary stimulus,

but the gaming experience for hearing impaired players may be significantly reduced

when games fail to provide alternative forms of output. Though many games support

subtitles [25], audio cues such as the sound of footsteps may indicate important events

to a player, especially in an FPS game.

Selected Games

A number of games offer additional features that aid hearing impaired players:
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◦ XIII [128] is an FPS based on a comic book series that transcribes sounds in a

comic-like style (see Figure 2.9 for a screenshot).

Figure 2.9: XIII [128]

◦ Zork: Grand Inquisitor [72], Half-Life 2 [132] and Sin Episodes [98] are

the only three commercial games that feature closed captioning.

◦ Smile [3] and Copycat [15] are educational games targeted to deaf children.

Smile has in-game characters that are able to perform hand gestures allowing

for sign language communication shown in Figure 2.10.

Figure 2.10: Smile [3]
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◦ The Sims [76] is a strategic life-simulation computer game that offers visual

clues to indicate when audio is being heard. For example, a radio will display

little music notes coming out of it when playing.

◦ Doom3 [CC] [67] and Torque CC[144] (see Figure 2.11) are third-party mod-

ifications to an existing game and game engine that describe sound effects and

music as captions. For example, gunfire can be indicated by the text (Gunfire).

Spatial sound is indicated using a sound radar that displays a dot on a radar

indicating the location of the source of the sound. Different sources can be dis-

tinguished through color coding. Torque CC can be used with any game using

the 3D Torque engine.

Figure 2.11: Torque

Strategies Identified

The overall strategy used in making games accessible to hearing impaired players

is converting audio into visuals. The following types of visualizations have been

identified to indicate the type, source and location of the audio:

◦ Replace Audio with Text:

◦ Subtitles are captions for in-game speech, such as dialog between different

characters. Portraits of the character speaking can be used to indicate the
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source or subtitles can be prefixed with the name of the character speaking.

◦ Closed Captioning captions for speech, sound effects, and music. Color

coding or codes (soldier:) can be used to indicate the source of the sound.

The location of the audio can be indicated either through a code (south:),

or the position of the caption on the screen. Non-speech sounds can be

captioned (Explosion) or transcribed (Bang).

◦ Replace Audio with Non-text:

◦ Visual cues, such as displaying notes, can indicate that a device is making

sound. The way sound is being transcribed in XIII is a blend of using text

and visual cues.

◦ Sound Radar, is used to indicate the source of the audio on a radar and

is often used in conjunction with closed captioning.

◦ Signing provides in-game characters that communicate with the player

using sign language. To effectively use sign language, game characters

need to be able to express different hand gestures.

Table 2.4 lists an overview of all games we discussed, the genre to which they

belong and which accessibility strategies are used.

Table 2.4: Strategies Used to Make Games Accessible to Hearing Impaired Players
Name of Game Genre Modification Text Non-text
XIII FPS no - Transcribing
The Sims Simulation no - Visual Cues
Doom 3 FPS

yes Closed Captioning Sound Radar
Torque CC Any 3D game
Zork:GI Adventure no Closed Captioning -
Halflife 2

FPS no Closed Captioning
-

Sin Episodes
Smile Virtual World

no Closed Captioning
-

CopyCat Adventure
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2.2.4 Games for Cognitive Impaired Players

In our game interaction model, we discovered that players with a cognitive impair-

ment may find it difficult to determine which in-game response to provide. Because

cognitive impairments are complex and variable[73], the barriers cognitively impaired

individuals may face when playing games vary significantly. Studies [24] of cognitively

impaired individuals and children with Down Syndrome [35] reveal that they do play

video games. No specific details are provided in these studies on what games are

played, only that simplicity of the game is a key factor in their specific use.

Selected Games

In our survey of games, only two games were found that specifically accommodate

cognitive disabilities.

◦ Ilbo [70] is a game specifically developed for players with learning impairments.

The game was designed around a new form of providing input. Players interact

with this game while sitting on a chair. This chair has limited input options

as players navigate their character through a 3D maze using their weight. To

prevent the player from perceiving too much feedback, the interaction with the

game is paused periodically.

◦ PowerUp [127] is a multi-player virtual world education game that supports

various disabilities, including cognitive disabilities such as dyslexia and low

reading proficiency, by providing synthetic speech. It also offers a journal that

keeps track of places for the player to go next. This feature may reduce the

amount of information the player is required to memorize. The game can also

be played using either a mouse-only input or keyboard-only input. Auto aim is

available to reduce the amount of input that the player needs to provide.

A recent development in games research is the notion of serious games, which are

not developed for entertainment purposes but for other purposes such as education,



34

rehabilitation, or health. A number of serious games for individuals with cognitive

impairments are included in our analysis:

◦ Coucou Cachè [111] is a puzzle game specifically developed for autistic chil-

dren. The game (see Figure 2.12) is characterized by simplicity in order to

not perturb autistic children who are often sensitive to complex environments.

Players interact with the game using a touch screen.

Figure 2.12: Coucou Cachè [112]

◦ Flexibility Learning on the Web (FLOW) [86] is a web-based multi-player

puzzle game, as shown in Figure 2.13, which is designed for children with autism.

The goal of this game is to enhance social interaction and cognitive flexibility

by having children cooperate with each other to solve problems and thereby

successfully complete games and activities. Players interact using a keyboard

and simple controls such as the arrow key and spacebar are used to move an

avatar or interact with other players.

◦ Shared Interfaces to Develop Effective Social Skills (SIDES) [92] is a

four-player puzzle game designed to help adolescents with Aspergers Syndrome

practice effective group work skills. Players interact with the game using a

tabletop touch screen in Figure 2.14.
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Figure 2.13: FLOW [86]

Figure 2.14: SIDES [92]

Strategies Identified

Though only a small number of games accommodate the needs of cognitive impaired

individuals, some strategies are provided based on the similarities we identified be-

tween these games:

◦ Reduce time complexity - none of the games are time sensitive, so there is

no pressure for the player to make a decision within a certain amount of time.

The Ilbo game pauses the game frequently so as not to overwhelm the player.
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◦ Reducing the amount of stimuli - all of the rehabilitation games provide a

small amount of visual stimuli. The number of game objects on screen is limited,

and all the information required to play the game is available on screen. The

PowerUp game offers a journal that keeps track of events and places. All these

features aim to minimize the need for memorizing information.

◦ Reduce input - similar to the strategies used for to make games accessible

to motor impaired players, almost all games for cognitive impaired players of-

fer limited but intuitive controls, such as using a touch screen. Reducing the

amount of input can be achieved with techniques such as removing input or

automating input.

Table 2.5 lists an overview of each game, the genre to which it belongs and which

accessibility strategies are used.

Table 2.5: Strategies used to make games accessible to cognitive impaired.
Name of
Game

Genre Modification Reduce
Input

Reduce
Stimuli

Reduce
Time

PowerUp RPG no yes no no
Ilbo FPS no yes yes yes
Coucou
Cachè

- no yes yes yes

FLOW - no yes yes yes
SIDES Puzzle no yes yes yes

2.2.5 Universally Accessible Games

In this chapter, we identified a small number of games that incorporate the “design

for all” paradigm. Most of the accessible games we surveyed accommodate the needs

of players with one particular impairment. A few games implement a multi-modal

approach where multiple interfaces are designed for different impairments. Universal

design does not indicate that all impairments are supported but rather that multiple

types of impairments are supported. Only one game (PowerUp) supports all four

impairments though this game is not one-switch accessible and has limited support
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for cognitive impairments. We list them here for informative purposes because the

strategies used in these universally accessible games are the ones we identified in the

previous subsections.

◦ UA Chess [49] and Universal Tic-Tac-Toe [88], as shown in Figure 2.15,

are board games supporting access by vision- and motor- impaired players us-

ing scanning, voice input and synthetic speech. Scanning technique and voice

command are used for providing computer access to people with motor im-

pairments. A built-in screen reader that offers full auditory access to visually

impaired players. Additionally, the game can be sized according to player pref-

erence and zoomed in and out at different levels.

2.15.1: UA Chess [49] 2.15.2: Universal Tic-Tac-Toe [88]

Figure 2.15: Universal Access Games

◦ Access Invaders [50] is a remake of the classic game of Space Invaders. It offers

one-switch control using scanning as well as larger amounts of input, allowing

access to motor impaired players. Synthetic speech, audio cues and the ability

to increase the size of game objects allow access to visually impaired players.

◦ PowerUp [127], as mentioned in previous section in Figure 2.16, offers a broad

set of accessibility features, such as synthetic speech, audio cues, scalable fonts

and high-contrast color schemes that allow for access by vision impaired people.

Single mouse or keyboard-only options support motor impaired players. Closed

captioning and visual effects for sounds support hearing impaired player.
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Figure 2.16: PowerUp [127]

2.3 Discussion & Research Issues

The games surveyed in Section 2.2 allowed us to identify a number of issues that we

discuss in this section along with our research target.

2.3.1 Accessibility Strategies

In the definition of our game interaction model, we identified that each type of im-

pairment corresponds with one step in the game interaction model (see Section 2.1.3).

Table 2.6 summarizes the strategies that have been harvested from each accessible

game for each type of impairment based on our interaction model. This information

led to the assumption that fundamentally different solutions strategies may need to be

explored to make games accessible to different impairments. Based on the strategies

that have been harvested from the different games we can, to some extent, confirm

this conjecture.

Sensory impairments correspond to the first step of our interaction model and

the strategies used to make games accessible to individuals with these impairments

are substantially different from those used for motor and cognitive impairments. Al-

though motor and cognitive impairments affect different steps in the game interaction

model there is some overlap in their identified strategies. For example, reducing the
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Table 2.6: Accessibility Strategies Summary
Interaction Model High-level Strategies Low-level Strategies

-Enhance
Stimuli

visual -High contrast color
schemes
-Increase font size
-Color blind color schemes
-Zoom options

Receive Stimuli
(Visual & Hearing)

audio →
visual

-Text (subtitles, closed cap-
tioning)

-Replace
Stimuli

-Non-text (visual cues,
sound radar, signing)

visual →
audio

-Speech (screenreader, self
voicing)
-Audio cues
-Sonification (earcons,
sonar, auditory icons)

-Reduce
Stimuli

visual -Limit number of game ob-
jects
-Simplify storyline

Determine response
(Cognitive)

-Reduce
Time
Complexity

-Increase response time
-Slow down game

-Reduce
Input

-Remove input
-Automate input

Provide Input

-Reduce
Input

-Scanning
-Remove input
-Automate input

(Motor) -Replace
input

-Voice/brain control
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amount of input is a strategy used in games for both motor impaired and cognitive

impaired players. Their difference exists in the low-level strategies. Scanning is not

identified in the games for the cognitive impaired, but it is used in one-switch games

to allow for providing larger amounts of input for the motor impaired. A possible

explanation may be that a scanning mechanism typically increases the cognitive load

whereas accessibility strategies for cognitive impaired aim to reduce the cognitive

load.

The strategies we identified in this survey express design knowledge in a more us-

able format as well as at a higher level of abstraction than existing game accessibility

guidelines. The game interaction model points out exactly what types of barriers a

player with an impairment faces, whereas game accessibility guidelines [58, 126] do not

identify the accessibility problem the guideline solves. There are many similarities be-

tween our low-level strategies and the two sets of game accessibility guidelines. Some

accessibility guidelines, such as “use sound radar” [126] or “provide subtitles” [58], are

part of the low-level strategy “replace audio with text based visualization”. Though

each one of the low-level strategies has been identified a number of times in the games

we surveyed, they are neither complete nor exhaustive. The games we surveyed cover

only a limited number of genres and the low-level strategies for players with cognitive

impairments have been harvested from a very small number of games.

More confidence can be attributed to the high-level strategies because they are

derived from the game interaction model as well as from the numerous low-level

strategies at the implementation level. The high-level strategies may also be used

to explore and develop new solutions for which guidelines fail to provide advice.

For example, someone with the rare condition of anaphia is unable to feel touch.

Existing guidelines do not provide any advice on how to make a game accessible that

purely relies upon haptic feedback. Using our game interaction model, a developer

could analyze that someone with anaphia would not be able to perform the first step

- receive stimuli. The high-level strategy “replace stimuli” points out that visual

or audio feedback could be used to make a game accessible. In the future, when



41

more accessible games may have been developed for new game genres, new low-level

strategies may have been identified that complete our model.

2.3.2 Tradeoffs

We identified two different approaches toward developing accessible games: (1) An

existing game is made accessible using one of the strategies in Table 2.6. The majority

of the games surveyed in this paper are modified games. (2) A game is specifically

developed to accommodate a particular disability. In our survey we found two ex-

amples of such games; Strange Attractors and AudiOdyssey are two accessible games

not based on an existing game. Both approaches have their advantages and disadvan-

tages. It may be more resource-intensive to create a game from scratch than it is to

modify an existing game. By modifying an existing game, a developer does not have

to worry about parts of the game that are expensive to create such as the graphics

and sounds or worry about whether the game will be fun, because the gameplay is

taken from an existing game. However, by applying certain accessibility strategies,

the original gameplay may be significantly altered. For example, a one-switch racing

game does not allow the player to brake or speed up because certain input options

may have been removed to allow for one-switch input. Converting feedback from one

modality into another modality often leads to loss of information. For example, the

resolution and detail of stimuli received from a visual modality is much larger than

what can be perceived through audio or haptic modalities. Audio games often reduce

the amount of feedback provided when compared with the original game so as not

to overwhelm the player. Players must determine what in-game response to provide

based on a smaller amount of information.

These tradeoffs may significantly alter the original gameplay, and a developer may

end up creating a game that is not fun to play. An additional concern with regard

to multiplayer games is the notion that games must be fair [22]. A player with an

impairment who is playing against a player with a different impairment or without an

impairment should not have an advantage nor a disadvantage. A one-switch FPS [55]
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that automates moving and aiming may give a motor impaired player a significant

advantage over players that have to perform these tasks themselves. When modifying

an existing game, the original gameplay must be preserved as much as possible,

but because gameplay and interaction are typically closely intertwined, it is often

challenging to do so, especially for games for players with motor impairments. Few

games, such as UA Chess, Universal Tic-Tac-Toe and Sudoku Access, manage to

succeed in making the game accessible while preserving the amount of input options

the player has available. Because their original counterparts, Chess, Tic-Tac-Toe and

Sudoku are not time-sensitive games, a scanning mechanism can be applied, whereas

most other games involve combat and require the player to respond quickly. The

scanning mechanism may be too slow for the player to be able to respond fast, and

tradeoffs are required when parts of the input are removed or automated. When

developing a new accessible game, such tradeoffs do not have to be made because a

game is developed from within the constraints imposed by an impairment (bottom-

up), whereas when a game is modified, gameplay often has to be compromised to

meet the constraints imposed by the impairment (top-down).

2.3.3 Directions for Research

We conducted a survey on gaming and accessibility, as described in previous sections,

which provides insights for understanding the current state-of-the-art of research and

real-world applications in the field. This initial research also helped us to further

refine our research goals and key areas of interest. In this section, we describe our

motivation for the subset of the disabled population we chose to focus on, the types

of games we are interested in, and the tools we will use to validate the results of our

research.

Population

Focusing on the most severe form of each disability type and analyzing the census data

presented in Table 2.1, one can see that individuals with severe visual impairments
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make up the largest single group (≈ 2 million in the U.S. alone) having a critical

barrier to playing most types of games. Because this is the largest group and there

remain great challenges to developing blind-accessible games, we have chosen to focus

our research mainly towards blind users and their ability to play games of various

genres.

Area of Interests

Games are meant to be fun and are mainly designed for entertainment. The more

fun or entertaining a game is, the more likely it is to be financially successful in the

current market. In recent years however, games have been designed for a diverse

purposes, encompassing a broad spectrum of varied content for education[118, 42,

63, 66], health and rehabilitation [74, 121], religion [125], politics [89], and corporate

training purpose [77]. In recent years, now integrated with the World Wide Web,

games are even bringing people together from all over the world. Games such as

WoW and EverQuest may have millions of players in their online worlds, who meet,

converse, and form alliances and guilds without having to meet their partners face-to-

face outside the games. The required social elements enrich the gameplay and attract

players greatly. Accordingly, for this research, we select our case studies and focus

ourselves based on i) the entertainment value, ii) educational elements, and iii) social

activities of games with regard to exploring new high- and low- level strategies in

conjunction with those identified in Section 2.3.1.

Proposed Case Studies

In the previous section, we identified two approaches for developing accessible games

and explained their pros and cons including inevitable tradeoffs. From a research

point-of-view, adapting existing games for blind users seems to be more effective and

efficient, because we have a lot of popular and successful mainstream games to start

with, and the amount of initial development can be reduced greatly. Based on our

interests, we selected Guitar Hero and Second Life as our platforms for studying the
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possibilities and effectiveness of creating their blind-accessible counterparts.

All of the existing blind-accessible games surveyed in Section 2.2.2 used “replac-

ing visual with audio” strategy. This really brought to our attention and made us

ask, “What about haptic feedback?” Guitar Hero is a fun game as proven by its

sales figures (ranking top 5 selling video game of 2007 [31]). In addition, the audio

channel of the game is fully occupied as a necessary element to achieve success. This

leaves few options other than exploring haptic solutions for its blind-accessible coun-

terpart. Second Life, a free online virtual world, was chosen because of its rich social

interactions and successful use in education and business.

In the next chapter, we discuss our first case study: developing and validating

Blind Hero.
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Chapter 3

Case Study I: Blind Hero

Research on technology for visually impaired people has primarily focused on web ac-

cessibility [10] and assistive technology [54, 69]. There are approximately 10 million

blind and visually impaired people in the United States, including an estimated 1.3

million people who are legally blind and 1.5 million who use regular computers [4].

Research has focused on helping people with visual impairments to improve their

reading, orientation and mobility skills. They are also trained to lead more inde-

pendent and productive lives by including them in our information society. Studies

conducted in assistive technologies with regard to vision are in great demand as our

population ages and more people suffer from age related vision loss. Over the last sev-

eral decades, video games have become a very popular form of entertainment, though

very few of them are actually accessible to the visually impaired. Being able to play

a game is a quality of life issue that, especially for younger people, may affect their

psychological well being.

Games are mainly designed for entertainment, which puts one major constraint

on the way people interact with them: it must be fun. This is different from the re-

quirements of interacting, for example, with a web browser or a word processor, which

are designed to help the user perform productivity-related tasks. In this chapter, we

are introducing Blind Hero, a modification of an existing game, which we developed

based on the popular video game Guitar Hero. Blind Hero transforms visual stimuli

into haptic stimuli to allow visually impaired individuals to play a Guitar Hero-like

game. One of the high-level strategies that we used for this case study is replacing
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stimuli as identified in Section 2.3.1. We want to find out if this haptic version of

the game can bring the same level of entertainment to blind people as it does to

sighted players and whether replacing visual with haptic is a viable low-level strategy

to making games accessible in general.

The rest of the chapter is organized as follows: Section 3.1 gives an overview of

the game we modified and briefly discusses some audio games. Section 3.2 presents

our implementation of the game. This is followed by the results of our usability study

with 12 players in Section 3.3. This chapter concludes with discussions on some

unsolved problems with the implementation in Section 3.4.

3.1 Audio Games and Guitar Hero

Many audio games recognized in [7, 40] are designed to provide auditory instructions

and non-speech sound commands for blind people to control the game. Most of

these games are simple arcade, puzzle, or racing games entirely controlled by audio

commands as listed in Section 2.2.2. We want to briefly mention the following two

mainstream games that were made blind accessible focus on implementation aspects.

AudioQuake [6] and Terraformers [139] are first person shooter, mainstream

games that have been made blind-accessible. AudioQuake replaces visual feedback

based on the idea of “earcons”, which are types of structured sounds, often obeying

musical conventions. They are designed to alert the player to an object or event,

though they do not “sound like” their referents in the real-world [6]. However,

learning the mappings between the sound effects and real-world objects is not that

difficult. AudioQuake uses stereo sound to help the character navigate. For example,

a sound to the left or right indicates if a wall, door, or other obstacle is present near

the player and in which direction. Sounds gets louder as a player moves closer to an

object. Arrow keys are used to move and turn with some customizable options to

help players control their characters. Terraformers uses a 3D sound response system.

The main character can either be navigated using the visual display (which also has a

high-contrast setting for low-vision players) or sound. There is a tone that represents
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North and different variations of the tone to represent 8 compass points. The player

can tell what is in front of the player by using a sound radar. By using a “ping” it

is possible to tell how far objects are in front of the character. Using a key on the

keyboard, it is also possible to tell what type of object is in front of the character,

using a voice playback system.

Dance/rhythm games are suitable for the blind as they already rely on audio as

major feedback mechanism. Dance Dance Revolution (DDR) is a popular rhythm

game where the player provides input by dancing on a large mat trying to match

step instructions shown on the screen while the song plays. An accessible version

of DDR has been developed for the blind, called Finger Dance [79]. There are high

and low pitched drum-roll sounds coming from either left or right speakers that con-

sist of four output elements. Instead of four arrow step instructions in DDR, Finger

Dance maps the four distinguishable sound to four keys on the keyboard for players

to control. This is of course a significant departure from the original gameplay of

DDR. AudioOdyssey [45] is another dance/rhythm game that uses a Wii-mote con-

troller and that can be played by sighted as well as non-sighted players. It provides

instructions and feedback entirely through audio. Our approach is related to the two

aforementioned games as it is also a dance/rhythm game.

Guitar Hero is a popular rhythm game developed by Red Octane, that lets the

player use a guitar-shaped controller with various colored buttons to simulate the

playing of rock music. More than 14 million copies have been sold of this game to

date [141]. The goal of this game is that the player must press the right button

combination matching the colored dots on the screen, which are moving along with

the music. Some dots have lines attached to them, implying that one should hold

down that corresponding button for a longer period of time: until the end of the

line hits the bottom of the screen (See Figure 3.1). When a player hits the right

combination of buttons matching the dots on the screen, the score increases.

Despite unsuccessfull predecessors, Guitar Hero became a million dollar franchise

and has dominated the sales charts for the past 2 years. If we break down the



48

Figure 3.1: Guitar Hero & Frets on Fire

interaction between the player and the game, we can make the following observations.

The game continuously provides visual stimuli (dots and lines on the screen), which

the player uses to know when to press certain buttons on the controller. If the player

presses the correct combination it will hear the correct guitar riff for that part of the

song.

Because Guitar Hero is closed source we cannot make any changes to the game.

Frets on Fire[129] is an open source clone of Guitar Hero that is written in Python

and runs on Linux, Mac, and Windows. Since we are mainly interested in exploring

whether we could make this style of game accessible to the vidually impaired, starting

with Frets on Fire reduced the amount of development overhead required to run our

experiments.

The amount of feedback provided through visuals in Guitar Hero is relatively

small. This makes the game a good candidate to apply the “stimuli replacement”

technique. However, we cannot turn Guitar Hero into an audio game because of

the predominance of the focus on musical sound already in the game. Hence, haptic

feedback seems most suitable.

Haptic interfaces generate mechanical signals that provide information via sense

of touch, which is much less commonly lost, compared to the sense of vision [101]. This

technique is mostly adopted in medical fields and with assistive technologies. In some

cases, non-visual (e.g. auditory or haptic) and multimodal (bi- and trimodal) feedback

forms demonstrate significant performance gains over visual feedback forms [61] for
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both Age-Related Macular Degeneration (AMD) and normally-sighted users. Some

scholars even argue that haptic-only feedback is more beneficial than auditory-only

feedback [5, 17]. Haptics are also used to convey spatial information such as size and

location [29].

3.2 Blind Hero

The first thing we created was a device that was able to provide haptic feedback.

3.2.1 Hardware

The design of the glove was motivated by being able to preserve as much of the

original interaction as possible. Most of the critical input and output need to be

interpreted fully and correctly. Three major pieces of hardware are listed as follows.

Pager Motors

The idea was to use small “pager” motors, most commonly found in pagers and cell

phones, to provide haptic feedback. Ideally, one motor would represent each of the

five colored buttons on the guitar controller. Whenever a pager motor buzzes the

corresponding button must be pressed. Initially, we explored placing pager motors

underneath each button on the guitar controller. However, the feedback of the pager

motors turned out to be so strong that the whole guitar vibrated and players could

not distinguish which button needed to be pressed. Therefore, we decided to mount

the pager motors on the fingers of a special glove that the player would wear while

playing the game. The original Guitar Hero controller has 5 buttons that the player

operates using only four fingers. When it comes to the dots on the fifth “fret”, the

hand position must shift down to cover the last button. The design of the guitar

makes it very hard to press the fifth button with the thumb. We cannot attach more

than one motor to each finger. This leaves no option other than using only the four

buttons and having to ignore the dots on the fifth fret. In our user studies, we used

four 7mm in diameter, 12.5mm long pager motors attached on each of the four fingers
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of a left hand glove. These motors are rated 1.3 volts DC at 70 milliamps.

Circuit Board

With the help of Multilabs [80], we chose FT232R device, released by Future Tech-

nology Devices International (FTDI) [41]. It is a USB to serial UART (Universal

Asynchronous Receiver/Transmitter) interface with optional clock generator output,

and asynchronous and synchronous bit bang interface modes. This chip allows us to

control each motor through the USB port. The port shows up as a virtual com port

handling communication between the application and the device. The source code

is programed into PIC16F688 microcontroller made by MICROCHIP [78] to control

the motors and its running time. Figure 3.2 is the blue print of the board design.

Four vibrating motors were mounted on the board and controlled by 3 bytes of data

Figure 3.2: Circuit Board Design [80]
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sent from the game via the USB port. The communication protocol defines that the

first byte controls the number of motors that need to be on, and the rest of the bytes

indicate how long those motor will be on ranging from 0 to 65535 milliseconds. This

time schema can represent all required note length precisely. Figure 3.3 is a snapshot

of our circuit board after built.

Figure 3.3: Circuit Board

The Glove

Figure 3.4 shows what our glove looks like. We chose regular workout glove because

it is common, durable, and cost-effective. There is one tube attached at the back

of each finger right below the finger nail. Our pager motor is well protected from

the tubes, yet still give the right amount of vibration power. The circuit box will be

attached to the player’s wrist at the time of the play.

3.2.2 Software

We modified Frets on Fire to send a message to the virtual com port indicating which

pager motor must vibrate and for how long. The problem here was that we needed
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Figure 3.4: Haptic Glove

to precisely time when to start a pager motor. Players can respond faster to visual

stimuli than to haptic stimuli. It will also take a while for the pager engine to operate

at full speed. It will take the player some time to notice when a pager engine has

started vibrating and so we needed to build in a delay e.g. the pager needs to start

buzzing slightly earlier than the player needs to press the note. This delay needed to

be determined accurately because if the delay was too short the player would not be

able to respond fast enough, resulting in missing notes. If the delay was too long the

player may press the button too early, also resulting in missing notes and potentially

missing dots that are close by afterwards. A quarter of a second delay time was

chosen based on the shortest time distance between every two dots of music notes

and corresponds to average human reaction time. We came up with the following

game tasks (See Figure 3.5) and corresponding haptic feedback to send to the virtual

com port (See Table 3.1).
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Figure 3.5: Game Tasks

Table 3.1: List of Tasks & Solutions
Tasks Haptic Feedback
When to press the buttons? Start Vibration 1/4 seconds before the screen moves

onto the dots.
Which buttons to press? Vibrating the corresponding pagers attached to the

right finger to press.
How long to hold those but-
tons?

Vibration lasts the length of each note.

3.3 Usability Study

The “Beyond Accessibility to Efficiency” (BATE) principle states that the goal of

assistive technology should be more ambitious than simply to provide access[54]. A

user with a disability should be able to perform a task with the same efficiency as

anyone else. Our application must bring the same level of entertainment to people

with disabilities as without disabilities. For the Blind Hero user study we split the

evaluation into two parts:

• Quantitative oriented analysis: we collected raw data including players’ game

score, accuracy percentages, and hardware effectiveness during the game play.

Objectively measuring these components allows us to analyze how well a dis-
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abled player is able to play the game and observe his/her learning curve and

improvement ratios.

• Qualitative oriented analysis: is the game fun to play? If the game fails to

provide a fun and engaging experience no one will want to play the game and

the game loses its purpose, despite players being able to use it efficiently for a

task. Through a questionnaire (Figure 3.6) we asked players whether or not the

game is fun.
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Figure 3.6: Questionnaire on Blind Hero

Many sighted and visually impaired players were involved in this study to create a

broad range of experiences and to be able to compare performances.

3.3.1 Participants

All participants were new to the Blind Hero game. Some participants, however, are

expert Guitar Hero players, whereas some have never played Guitar Hero before (See

Figure 3.7). All the sighted players are blindfolded when playing Blind Hero. The

players were stratified into four, three person groups based on visual acuity and the
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Figure 3.7: A blind player playing Blind Hero

game they had to play (See Table 3.2). The questions that needed to be answered

for these groups are:

• Will visually impaired individuals have the same gameplay experience with

Blind Hero as sighted users have with Guitar Hero?

• Which group will do better on Blind Hero among groups 1, 2, and 3?

Table 3.2: Group Description

Group # Vision Acuity
Game to Play Guitar Hero
in Experiment Experience

1
Sighted

Blind Hero New
(Blindfolded)

2 Blind Blind Hero Inaccessible

3
Sighted

Blind Hero Expert
(Blindfolded)

4 Sighted Guitar Hero New
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3.3.2 Collected Data Analysis

The accuracy percentile over short and long dots, for each song played, is calculated

for each player during the game. In general, players start on the easy level when they

play a game for the first time. We picked relatively easy songs for our participants to

test. On the easiest level, no more than one button has to be pressed simultaneously

throughout the whole game. Each song comes with 3 or 4 different levels of difficulty,

with the harder levels requiring more buttons to be pressed simultaneously. Different

songs vary significantly with regard to rhythm, speed, and the occurrence of patterns

in the music. Because of this, when playing different songs, one is likely to end

up with very different accuracy rates, even on the same difficulty level. By only

playing two different songs repeatedly (see Table 3.3) we were able to measure players’

performance increases for each song. Each song takes approximately three to four

minutes to complete and our participants were able to finish playing the whole set

in less than 40 minutes. After finishing the set we asked them to fill out a brief

questionnaire collecting qualitative feedback on varying aspects of playing Blind Hero.

Table 3.3: Song Playing Order & Labels
Music # Song Repetitive Count Label

1 Song 1 1 1-1
2 Song 2 1 2-1
3 Song 1 2 1-2
4 Song 1 3 1-3
5 Song 1 4 1-4
6 Song 2 2 2-2
7 Song 2 3 2-3
8 Song 2 4 2-4

Figure 3.8 a) - d) shows the average accuracy level (e.g. how many dots they

got right) over these two songs as defined in Table 3.3. All groups show a similar

performance difference between song 1 and 2. Song 2’s lower accuracy for all groups

indicates that this song is more difficult to play. Looking at each song individually we
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see, for all groups, that the accuracy increases after each time playing the song. Com-

paring the accuracy percentage for all four groups, we have the following observations:

While playing Blind Hero, sighted individuals with no experience with the original

Guitar Hero game had the worst level of performance in our study. Visually impaired

players had much better performance than the previous group. Group 3, which in-

cludes sighted players that have already played Guitar Hero before, performed slightly

better than the group of blind players. We also compared sighted players playing the

original Guitar Hero game for the first time. They had the highest levels of accuracy

among all groups.

Another interesting observation that can be drawn from Figure 3.8 is that all

groups’ performance levels follow similar curve patterns. For both songs, it takes

the player a while to learn to play the game and increase their performance. In the

very beginning, the accuracy percentages are relative similar and low. After that,

performance starts to increase significantly each time a song is played.

Figure 3.8: Average Performance for each group playing songs 1 & 2.
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Based on the results we found, we have generated another chart that shows

performance in Blind Hero by combining groups 1-3 and comparing against the results

with Guitar Hero by group 4. The comparison results are split into different zones

(see Figure 3.9) explained as follows:

Figure 3.9: Guitar Hero vs. Blind Hero.

1. Learning Zone: hardware including the guitar controller and the glove are

new to the participants that play Blind Hero and it will take a while for them

to get accustomed to feeling which pager vibrates and for how long. The first

minutes of the first song are to get used to the haptic glove. For Guitar hero this

is similar e.g. they have to learn what the dots mean on the screen and how long

they have to press the button by watching the screen carefully. All of the players

will then learn when and what button to press by either following the glove’s

vibration or visual observation. The feedback for both games is the same; when

the player presses the correct button; a guitar riff will play corresponding to

that part of the song. This predominance of music is the reason why replacing

visual stimuli by audio is not an option.

2. Memory Zone: at some point, players start recognize patterns that correspond

to specific parts of the music such as the chorus or solos. From recognizing
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patterns in the music, the player is then able to play parts from memory rather

than by haptic input. We see a big performance increase in the transition

between learning and playing from memory. Sometimes however, when relying

on memory and ignoring the haptic inputs, players actually hit the correct

notes too early, decreasing their performance rating. We realized that the glove

is able to translate visual stimuli into haptic stimuli as it contributes to the

memorization process and allows players of Blind Hero to feel-then-act, rather

than visualize-then-act as sighted players of Guitar Hero do.

3. Stabilizing Zone: after 30 minutes of playing the game, the performance of

all groups starts to stabilize. Some performance ratings may have even slightly

decreased from one song to the next due to fatigue. The limits of players short-

term memories were reached and further improvements in skill level might take

longer-term practice with the game.

After playing the 8 songs, we gave each player a questionnaire focused on identi-

fying whether this was a fun game to play. We received all positive feedback, despite

the setup of our test requiring players to play the same songs repeatedly. Over the du-

ration of the songs, we noticed players were enthusiastically trying to increase their

performance, so the elements of challenge and progress is definitely present in our

game. Players were convinced they could improve their performance given enough

practice. Overall all, the players in the study were very impressed with the game.

3.4 Discussion

The development of Blind Hero and the results of the study have given us valuable

insights into whether replacing stimuli is a viable technique to make games accessible.

We made the following observations:
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3.4.1 Compromising Gameplay

There is not a one-to-one mapping when transferring feedback from the visual domain

to the haptic domain. The level of detail that the eye can separate including colors,

shape, motion is a much higher level than what the sense-of-touch can differentiate.

For Blind Hero we tried as much as possible to preserve the gameplay, as it is with

Guitar Hero. Nevertheless, because there is not a one-to-one mapping, we had to

make the following compromises:

• Lookahead: in Guitar Hero, the dots on the frets move from top to bottom

leaving future dots on top of the current playing ones. Sighted people can see

a whole screen of dots during the play, which gives them time to prepare which

buttons to play next. For our haptic glove we only provide direct feedback on

the button that needs to be played and we don’t provide this type of lookahead

information. We explored the use of additional motors for providing lookahead

information, but this made the gameplay overly complicated, and would likely

take players a longer time to learn. We compromised gameplay by not providing

any lookahead information. This is the main reason that people score higher

playing Guitar Hero than Blind Hero.

• One Button Less: as stated in Section 3.2, we carefully chose to only use four

buttons out of five on the guitar. This will not affect any songs played at easy

or medium levels, since the fifth fret is not used. The hard level uses the fifth

fret and our glove currently cannot accommodate that. We are convinced that

this compromise is acceptable, especially since all of our participants indicated

that the current level of interaction is appropriate, which as players get more

experienced may change.

In implementing these compromises and departing from the original Guitar Hero

gameplay, we run the risk of creating a game experience that is not fun. Hence,

compromising decisions must always try to optimize gameplay. We did not know how

to provide lookahead information. Providing lookahead information through the use
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of extra pager motors was a solution we considered but that would most likely not be

an enjoyable experience because of the steep learning curve. In this case we decided

to get rid of the lookahead information all together, to make sure the game is easy

to learn. Despite the compromises, we have the impression that Blind Hero is a very

close representation of Guitar Hero.

3.4.2 Hardware Cost

For this game, we had to create a customized glove that players need to use to be

able to play the game. The glove we developed cost about $1500 including custom

design, hardware, and manual labor. Even with possible cost reduction when mass

produced, cost may still be a barrier to the success of this game. In the future we

might explore more cost-effective solutions, such as the use of headphones where the

music could be playing in one ear while the other ear gets audio cues indicating which

note to play. However, currently our haptic device can provide about 200 different

stimuli; e.g. four frets, and dots varying in length. Using audio cues will require

more research as players may have a hard time distinguishing different audio cues.

Another viable option could be using a Force Feedback mouse and adapt the game

accordingly.

3.4.3 Glove Design Pitfalls

Each motor is currently mounted just below the last joint on the finger. However,

since players may have different sized hands, we need to find a solution that allows for

customization of the glove to fit most peoples’ hands. Initially we attached the pagers

below the second last joint on each finger, which made it hard for players to identify

which finger was buzzing. A glove where pagers could be attached anywhere on the

finger would be optimal as it would allow the player to place the motors such that

they could more accurately identify which finger is buzzing. This would be especially

useful for songs that require one to play two notes at the same time, when it becomes

harder to identify which finger is actually buzzing.



62

3.4.4 Short Dots vs Long Dots

The dots of the song come with different lengths. As part of our data collection, we

did an analysis on the accuracy of long dots versus short dots using data from all

groups. For all groups that played Blind Hero, players made almost twice as many

long dots as short ones, while in the Guitar Hero game, the accuracy over long dots is

just slightly higher than the short ones. We noticed that for shorter dots, the motor

tends to generate weaker vibrations i.e. less effective to the player to make a move.

This is because the duration of a pager’s vibration affects the motor power level. We

should be able to find another type of motor or alter the program to treat dots lengths

the same cross the whole game in the future, or find a way to weaken the signal the

pager sends for the longer notes so the shorter dots will be more easily distinguishable

from longer dots.

3.4.5 The “Misconception”

A common notion is that blind people might have better senses of hearing and touch

than sighted people because the loss of vision improves their other senses. Some think

it is a misconception, others don’t. What does this study with Blind Hero contribute

to this statement? The performance comparison reveals that, when looking at the

blind group’s accuracy level and comparing it against average of group 1&3, blind

people do have some level of advanced performance as shown in Figure 3.10. One

interesting comment from one of our blind participants was that “Your brain does

get too trained to react on things you touch on a day-to-day basis”. Without being

able to visualize, a blind person learns his or her surroundings by touching objects

actively, and performs reading by touching the braille. Their brain has to constantly

build bridges from retrieving feeling signals to sending a correct response signal to

the right body part. From sensing motor vibrations to taking immediate action on

the correct button, blind people practice this sort of behavior in their everyday lives.

Sighted people are trained to visualize-then-act in daily life, while feel-then-act is not

as common. Therefore, maybe it is the practice of feel-then-act that makes visually
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Figure 3.10: Blind people have better sense of touch?

impaired players perform better than sighted groups. Nevertheless our study was

relatively small with only 3 non-sighted players. To verify that blind players have a

greater sense of touch, the experiment needs to be repeated on a larger scale to make

these claims generalizable.

Our haptic glove can successfully translate visual stimuli into haptic stimuli which

allowed us to add “replace audio with haptic feedback” into the high-level strategies.

Except for some compromises, all participants considered playing Blind Hero as a fun

and enjoyable experience. With the completion of our first case study, the discussion

turns in Chapter 4 for the second case study that focus on social and education

purpose of a game remedied for blind users.
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Chapter 4

Case Study II: TextSL

Virtual worlds, also known as Massive Multiplayer Online games (MMO’s), offer rich,

three-dimensional environments for great entertainment and vast social interaction.

Following its popular MMO predecessors EverQuest and EverQuest 2, Second Life

and World of Warcraft (WoW) are two virtual worlds that have enjoyed significant

commercial success. WoW has more than 11 million subscribers who pay $15 a month

and log in weekly [12], while Second Life has over 16 million residents [109] spending

around $1.4 million per day [96]. These virtual worlds typically allow the user to

control a digital puppet, called an avatar, with human capabilities such as walking and

gesturing, through a game-like third-person interaction mechanism. Users can explore

virtual worlds and interact with other avatars and objects. WoW is modeled after a

role-playing game with all the typical elements found in most games, such as enemies

to beat, levels to attain, story lines to follow, and the possibility for the avatar to die.

Second Life is different from WoW because of its absence of these elements. It is more

like a social community, similar to Myspace or Facebook, except it contains certain

game like elements such as goals that can be achieved. A fundamental difference with

WoW is that Second Life is entirely created and owned by its “residents”. In Second

Life individuals can create content and sell it to others using a virtual currency that

can be exchanged for real currency. As a result, a thriving economy has emerged,

where a number of people are able to make a living out of selling virtual content.

Despite the popularity of these virtual worlds, getting started and learning to

interact inside of them and with the controls may take some practice. Controlling
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an avatar and managing multiple streams of visual and audio information requires

some experience, aspects of which are often impractical for people with certain types

of disabilities. 3D virtual worlds require a higher degree of input than traditional

2D interfaces, which raises concerns about its accessibility [1, 97]. For example, as

most of the virtual worlds lack any textual representation, visually impaired people

will find it impossible to access them using a screen reader [1]. This is unlike tradi-

tional software applications (such as web browsers), where meta information is more

commonly available to help such individuals access non-textual content.

In this chapter, we start out with an overview of Second Life in Section 4.1.

Section 4.2 explains our motivation of choosing SL. The Second Life interface that

we created for the visually impaired are presented in Section 4.3. The conducted

pilot study with 4 blind users and 8 sighted individuals are discussed in Section 4.4.

Section 4.5 concludes this chapter with insights of improving the text client for SL

from the observations.

4.1 Second Life

Second Life, developed by Linden Lab, surpasses the boundaries of the traditional

two dimensional internet by offering a much higher degree of interaction. Interaction

with other avatars mimics real life interaction as the avatar can perform a variety

of activities such as dancing or playing games with other avatars. Since its opening

to the public in 2003, Second Life has grown explosively; currently more than 13

million accounts have been registered. However, many of these accounts are inactive

and some residents own multiple accounts [142]. Nevertheless, at any given time an

estimated 38,000 people are online and an estimated 475,000 residents log in on a

weekly basis.

A number of virtual worlds are in use, including There, Active Worlds, and

Lively. Second Life, being the most successful and popular platform, has drawn

great academic interest as a viable environment for learning due to its high degree of

customizability. Because access to Second Life is free and its client is multi-platform
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and offers features such as being able to show videos and create content, it has

successfully been used as a collaborative workspace in industrial [97] and academic

environments [27, 100]. With these in mind, we chose Second Life as our medium to

seek possible solutions allowing visually impaired players to explore virtual worlds.

Second Life claims to offer social communities agnostic of race, age, gender, and

disabilities. Places like the Heron Sanctuary [123], currently housing 125 residents,

are meeting spots for people with disabilities such as multiple sclerosis and muscular

dystrophy. Naughty Auties is a virtual resource center within Second Life for those

with autism [104]. Still, not all disability groups can access Second Life with equal

ease and support. Visually impaired people are currently excluded from participating

in such communities, due to a lack of supportive technologies. The social interaction

offered by Second Life could benefit those individuals greatly as the severity of their

disability may make them feel socially and physically isolated within their geographic

communities [123].

In addition, Second Life offers a range of new and exciting possibilities for edu-

cators and their students. There are prominent educational institutions and organi-

zations who are using virtual worlds for the delivery of a wide range of courses and

educational events. With the increasing popularity of virtual classrooms hosted by

universities in Second Life, it is important to explore how to make it blind-accessible

to further comply with Section 508 of the U.S. Rehabilitation Act [131].

Most game designers and developers may not consider visually impaired indi-

viduals during their user interface design processes. Rich 3D graphics, incomplete

meta-information, and software compatibility issues with screen readers all present

great obstacles for this type research. This paper describes an investigation of two

major area of interests provided by Second Life and proposes a text-based interface

allowing access by visually impaired individuals.
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4.2 Motivation

People enjoy the excitement, challenges, escape, and so many other elements that

games offer. Of all the features within Second Life, we focus on the following two

areas to test the contemplation and functionality of our blind-accessible interface.

• Educational Use: Rankin et al. believe that learning that occurs in the virtual

world can be transferred to learning in the real world [94]. Games provides

an entertaining experience and approach to informal science education [107].

In recent years, games have been applied to many knowledge learning areas

as a viable and efficient platform for education [43, 95, 124]. Students could

potentially perform better in virtual classrooms versus in traditional classrooms

where the physical appearance and attention could distract them. Educational

uses of Second Life can be found in [65]. Current research [14, 62, 99] have

demonstrated success in distance and flexible education in Second Life, which

is why we believe that it is important to involve visually impaired people.

• Social Benefits: In a study of virtual worlds [51], social interaction has been

found to be players’ most favorite aspect of MMO’s. The social interaction pos-

sibilities offered by Second Life significantly exceed what is possible with tra-

ditional internet-based social interaction tools such as web forums, chat boxes,

and messenger clients. From streaming video to built-in VoIP and endless user-

created content, Second Life residents are provided with a wide variety of social

activities to meet with new people. From conversations with local American

Foundation of the Blind (AFB) chapter members, we saw an enthusiasm for

meeting new friends and being exposed to similar opportunities as sighted in-

dividuals.

The Second Life viewer was made open source in 2007. This opened up the

opportunity for developers to enhance the interface with new features and also for

us to investigate whether and how Second Life could be made accessible. A number
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of accessibility problems were identified pertaining to different disabilities. In this

paper we focus on developing an accessible solution for visually impaired people.

Interaction within virtual worlds resembles that found in games. A number of games

have been developed for this group of people [39, 102]. In the detailed analysis of

blind-accessible games in Section 2.2.2, Powerup [127] is the closest virtual world in

terms of allowing for visually impaired users. It is a new multiplayer virtual world

educational game developed by IBM that supports various accessibility features for

visual, motor and cognitive impairments. Visually impaired users access this game

using audio through built-in self-voicing and sound objects that guide the user. They

use the same controls as sighted and can issue a number of commands activated by

key presses to get information on their environment. However, Powerup is created

completely from scratch with accessibility issues in mind.

The massive amount of user-generated content in Second Life severely limits the

ability to use any of the aforementioned low-level strategies in Section 2.3.1. Only the

owner of the land can make changes to the objects on it. Augmenting the Second Life

environment could change the experience for sighted users which may be undesirable.

Though Second Life has been made open source, the underlying infrastructure cannot

be changed and a post hoc approach must be adopted. One post hoc approach by

White et al. [140] identified the barriers blind players face when accessing Second Life

and proposed their on-going haptic solution, which allows visually impaired players

to navigate their avatar using force feedback. Different objects can be distinguished

through different vibration frequencies.

We verified that it is impossible to access Second Life using a screen reader as

it lacks any textual representation [1] that can be read by a screen readers. Second

Life also lacks features like self-voicing. Blind people use screen reader for various

applications including word processors, email programs, and spreadsheets, and they

usually tailor the settings of their screen readers to their personal preferences such as

rate and pitch, something that self-voicing games may not support. Though Second

Life recently started offering voice chat, the majority of users use text chat to interact
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with other avatars. Carter and Corona [18] proposed applying 2D Internet accessibil-

ity to a 3D environment, since blind people can use 2D Internet highly successfully

via screen readers[19]. Rather than trying to shoehorn an interaction mechanism

designed for sighted users to a solution that is accessible to visually impaired users,

we opted for a radically different solution, an alternative text interface that works

with a screen reader and may potentially be a better way of making virtual worlds

accessible.

One of the limitations of a screen reader is that it can only provide speech from

one source. This imposed a problem because virtual environments and games typ-

ically produce feedback from different modalities (visuals/audio) and sources (ob-

jects/avatars) simultaneously. An interface was required that could extract a mean-

ingful textual representation from the Second Life in a linear form while at the same

time accepting input iteratively.

Nevertheless, the types of interaction we were looking to implement was surpris-

ingly common to text-based adventure games. Virtual worlds have their origins in

Multi-User Dungeon (MUD) games [23] which are server-based games that accept

network connections from multiple users. Feedback and input were provided in a

text only form because these games were played in a terminal window over a network

connection decades ago. Yet, players could still interact and chat with each other

using command lines. MUDs have their roots in single player text adventure games

with Zork [72] being one of the first such games that focused don exploring dungeons,

interacting with characters and fighting enemies. Figure 4.1 shows Zork interface and

some sample game play. Zork offers a number of interaction mechanisms that we

deem particularly useful for the proposed text client. The interaction mechanisms

used in text adventure games and MUDs have proven to be fun, efficient, and engag-

ing and cater to the constraints imposed by the use of a screen reader. As a result,

we decided to model our text client for Second Life after Zork.
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Figure 4.1: Zork Text Adventure Game

4.3 TextSL: A Second Life Interface for the Visu-
ally Impaired

Supported by a small NSF grant for exploratory research, an application was devel-

oped called TextSL that could mediate between a screen reader and Second Life. To

develop accessible solutions, it is important to involve users in the initial design and

requirements collection, because blind users did not formerly have any access to Sec-

ond Life. We decided that performing pilot studies with a prototype would yield more

valuable feedback. Our goal was to investigate whether it was technically possible to

extract a textual description from Second Life that could be read by a screen reader.

We initially explored whether it was possible to build the required interface on top

of the existing Second Life viewer. Digging through the source code, we learned that

the Second Life world is partitioned into chunks called sims. To avoid sending all

of Second Life’s content to each client, the client only requests the content of the

sim the user’s avatar is on. To render the Second Life world, the viewer asks the

server to send all the identifiers of all the prims (which are the building blocks used

to create objects) on the users’ sim to the viewer. After receiving the identifiers, the

viewer requests all the information (location, textures, etc) from the server and starts

rendering all the objects on the sim. Since most of the viewer’s functionality is re-
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lated to rendering resource intensive graphical interfaces designed for sighted users, it

seemed inefficient to build the accessible interface on top of the viewer. Furthermore,

to build a textual extraction we only need to know the identifiers of all the objects on

the user’s sim so we can query the server for more information on each object such

as its name and description. A separate text-based interface now seems more viable

and promising.

During our analysis, a C# library was made available called libsecondlife [75],

which allows direct communication with the Second Life servers and offers a simple

API for the most common functions in Second Life. Libsecondlife provides most of

the functionality required for our text client. The first feature we implemented was

a simple console window that allowed the user to issue a “login” command to login

their avatar. After issuing this command, textual feedback (success/fail) is provided

through the same window that could be read by the JAWS screen reader. We then

continued our technical analysis by adding features that would allow for some basic

form of navigation and interaction in Second Life to further explore the educational

and social benefit offered to the visually impaired and blind people.

4.3.1 Navigation

A basic form of navigation is offered using the “move direction distance” command.

The user can set a direction (forward, back, left, right, up, down) and a distance either

specified as a number or a word. Our interpreter also allows for using prepositions

e.g. “move to the left with ten”. Zork only allows discrete movements with a distance

of one, whereas we allow the user to specify a distance. If no distance has been

specified the user moves with one game meter (a unit of measure in Second Life).

Moving up puts one in flying mode. When the avatar’s feet touch the ground flying is

automatically disabled. Navigation is relative to the orientation of the avatar, which

is different from Zork as it moves the user around on a discrete grid aligned with

compass directions and ignores the direction the user is facing. In Second Life we

cannot ignore which direction the user is facing. Other avatars may perceive it as
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rude if an avatar talks to them while not facing them. Users can also move towards

an object or avatar by issuing “move name” where “name” is the name of an object

or avatar. The user will automatically face the object or avatar it is moving to. As an

avatar will be facing different directions, a positioning system relative to the avatar

is used. In addition to moving, users can teleport to another sim using the“teleport”

and specifying the name of the sim. Users can also follow other avatars by typing

“follow” and the name of an avatar. Basic pathfinding is implemented to avoid any

obstacles. Occasionally the avatar may get stuck such as when entering a building.

We continuously monitor the user’s movements and if we detect it gets stuck we

teleport the user to the desired location.

4.3.2 Interaction

Any public conversation between avatars within a certain range of the user’s avatar

is displayed in the console window, similar to the Second Life viewer, and is read out

by a screen reader. What another avatar says is preceded by their name e.g.“Coool

Magic says....”. To avoid overwhelming the user in crowded areas, users can mute all

conversations or particular avatars using the “mute” command that takes as a pa-

rameter “all” or an avatar’s name. Users can talk in public using the “say” command

or send private messages to other avatars using the “IM” command. Like going to a

classroom in real world, the user is able to use “sit” command to sit in the classroom

on defined objects like chairs. The “touch” command is also defined in TextSL though

no output is provided yet.

4.3.3 Explore

A “describe” command is implemented that provides detailed information to users,

further helping them explore Second Life socially. In order to build a textual rep-

resentation, we needed to know which objects and avatars are located around the

user. Objects and avatars have properties such as a name and description that could

help us build a narrative. Objects in Second Life are constructed of smaller entities
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called prims. Each sim supports up to 15,000 prims, which in theory could define

as many as 15,000 objects. In practice, an object is usually comprised of a number

of prims. Prims without a pointer to a parent identifier are objects. Information in

virtual worlds is constantly changing: objects may move, new objects may be created

and avatars may come and go. That said, we must periodically request the server

to send us all the object and avatar identifiers of the sim the user is logged in on.

Now a textual representation can be built by requesting more information on each

object such as its location, its name and description, pointers to parent identifiers

and any other relevant properties such as whether the object allows interaction or

has embedded media. Because we don’t request the server to send any media, such as

textures, sound or video, a significant amount of bandwidth and extra rendering and

waiting time is saved. To build a textual representation we identified two problems:

1. Many objects lack a (descriptive) name or a description. As many content

creators figure that you can see what an object is many objects simply have

their default name - “object”, which essentially makes this object invisible in

TextSL.

2. Virtual worlds contain large amounts of content. Depending on where you are

the user’s avatar may be surrounded by ten to hundreds of objects. Many

objects just serve as decoration like trees, bushes, lampposts. Though these

objects may be interesting to the user, there are simply too many to list them

all. Similar to how Zork keeps the amount of feedback provided digestible, some

mechanism is needed to abstract, prune and prioritize this information to keep

interaction with our text client fast.

Pruning Method

A basic form of pruning is implemented by computing a value for each prim on the

sim using the following function:

F = root× distance−1 × namelength
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To avoid users interacting with parts of an object (such as the wheels of a car) any

prim with a pointer to a parent identifier is assigned the value 0 by a root function.

Though our function essentially works on prims, we refer to them as objects in further

discussion to keep things simple. We cull all objects that are located up to 30 meters

away from the user’s avatar, which is about the same range a user could see on a

screen in Second Life viewer. We then compute the inverse of the distance between

the user’s avatar and the object to make closer objects more interesting than objects

far away. To get rid of objects lacking an accurate name description we multiply by a

length function which assigns a value based on the length of the name of the object,

assuming that a longer name implies a more accurate textual descriptor. The length

of the name of objects called called “object” is assigned the value 0. Short names such

as “cat” are not penalized and the value of long names (more than 15 characters)

is capped. This value function filters out most objects that are not of interest and

is easily extendable to include other objects of interest. Similar function is used for

avatar except it only depends on the distance between avatars.

Aggregation Method

In addition to pruning some form of aggregation is used by grouping the objects

and avatars found. When a user initially issues “describe” we return: “you are at

name of sim, you see X objects and you see Y people.”. The number of objects and

avatars returned through TextSL are capped by customizable variables. Currently

both numbers are default to 5 to keep our information digestable. After the number

of objects and avatars are returned, users can query for more information by issuing

“describe people” or “describe objects”, which reveal the names of the objects and

avatars. Users can get even more information on specific objects and avatars by

issuing a “describe name” where name is the name of an object or avatar. Specific

descriptors have been implemented to return detailed information. For an object, it

returns the owner, its description (if available), whether the object makes sound and

whether it is for sale. For avatars, it returns a description (if available), the avatar’s
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pose, when the avatar was born and which languages the owner of the avatar speaks.

Partial name matching is implemented to avoid players having to type in the name

exactly as it may be long or exotic.

A “help” function is available that lists all available commands. Help on a partic-

ular command and examples on what parameters a command may take are provided

when typing in “help name” with the name of the command. For example, “help de-

scribe” will return instructions related to the command “describe”; “help mute” will

return: “To Mute conversations, type ”Mute avatar name”, to Mute all, type ”mute

all”, to unmute an avatar issue the same command to toggle muting. Figure 4.2 shows

a scene in Second Life. Figure 4.3 shows the exact same scene interpreted in TextSL.

Figure 4.2: Scene in Second Life
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Figure 4.3: Same scene as represented in TextSL

4.4 Pilot Study

To validate our approach a pilot study was conducted that involved 4 blind as well

as 8 sighted participants. Our study has two specific goals:

• Accessibility: is TextSL accessible? Virtual worlds lend themselves to do-

ing remote evaluations, however, one of the risks of remote evaluations is that

user experience specialists often lack detailed understanding of how people with

disabilities use their assistive technologies [91]. To mitigate this risk we per-

form local user studies with blind participants to verify our assumptions on

how blind users interact with their computer using a screen reader. Questions

that we seek to answer are: Is TextSL accessible with a screen reader? Can

they control their avatar through a text interface? Is the amount of feedback

provided overwhelming.

• Usability: Is TextSL usable? A user with a disability should be able to perform

a task with the same efficiency as anyone else. TextSL offers a number of basic
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commands allowing the user to navigate their avatar, do some basic exploration

of Second Life and interact with objects and avatars. TextSL aims to offer

the same functionality that is available in the Second life viewer. Blind users,

however, are unable to access Second Life using the viewer. Therefore in order

to do a qualitative comparison of the functionality implemented in TextSL, we

decided to include sighted participants. Sighted users will not use a screen

reader to access TextSL but will see the text output. Though sighted may be

able to process visual information at a higher speeds than blind users are able

to process audio, we think a sighted user’s inexperience with the use of screen

readers poses a bigger threat to the accuracy of this user study. Some of the

questions we seek to answer are: Will sighted users be able to perform the same

tasks in both clients? Will they be able to achieve certain goals within similar

time frame for efficiency? How much difference do they experience and is this

acceptable? We also collect suggestions to improve our client from as well as

blind as well as sighted.

The study was performed on our private island in Second Life, where we had

similar setup as some in the rest of the world. Access to the island was restricted to

avoid any interference from other avatars during study. Another benefit of a controlled

environment is that we can make sure all objects on our island had accurate names

and that we can keep the number of objects to a minimum. The user tests require

both groups of subjects to perform a set of tasks. The objects and avatars on our

island were arranged in such way to accommodate for these tasks. To provide sighted

users with a context to evaluate the functionality implemented in TextSL, sighted

users perform the same set of tasks with the Second Life viewer before doing the

same tasks in TextSL. Both tests are designed to be identical with regard to number

of objects to be recognized and spatial layout of objects, but with different objects

to be recognized, to allow for an optimal comparison between both clients.

As emphasized throughout this chapter, our interests fall into the following two

categories and so do our test setups.
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• Educational Use: Second Life has becoming increasingly popular as an ed-

ucation forum. We demonstrated this by teaching TextSL commands as an

educational topic. Instead of giving each participant face-to-face training in a

real classroom, we scripted a tutorial session, where the first task each partici-

pant was asked to do is to learn TextSL via the tutorial hosted in TextSL itself.

Users would not be able to perform the rest of the tasks successfully without

learning the commands for TextSL.

• Social Benefits: In order to socialize within Second Life, one needs basic forms

of communication (chatting), navigation (moving around and locate avatars/

objects), and interaction and exploring (describing physical surroundings). The

rest of the tasks is designed in a way to fully test these features.

Design/Methods: Within the standard Second Life viewer, the participant

first receives a tutorial on how to move their avatar, interact with other avatars and

objects after logging in Second Life. Similar tutorial was scripted in TextSL for its

participants (sighted and blind users) to follow. During the tutorial the user has

to perform a number of simple tasks such as navigating their avatar to a particular

location and interacting with an object and an avatar. Before starting the tutorial

blind participants are allowed to customize the screen reader (JAWS) to their personal

preferences. The following four tasks are given to all participants in both viewers after

the tutorial is done.

1. Move to a location and identify a number of objects.

2. Move to a location and interact with an object.

3. Repeat of task 1 for a different location and objects.

4. Move to a location and chat with another avatar.

The answer to each one of these tasks is previously known and written into the

application as a pass/fail condition by the designer. The user has a limited amount
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of time to complete each task. During this process the user is able to issue any

command but to pass a task he or she must enter the right pass condition. This pass

condition can be the name of an object that must be recognized or the result of a

particular command. If the user fails to complete the task it will timeout and move

onto the next task. The tasks were designed independently in a way that failing one

task would not affect the next task. After the tutorial and the tasks were complete the

participants were allowed to play with TextSL and explore the island. A questionnaire

was filled in at the end. The evaluation was split up in two parts:

• Quantitative analysis: the following data is collected: total time it takes to

perform each task and tutorial, number of tasks successfully completed, total

number of commands used and number of unrecognized commands. Specific

screen reader (such as rate and pitch) settings are also recorded.

• Qualitative analysis: subjective feedback on the usability and accessibility

of our approach is collected through a questionnaire. Different questionnaires

are used for sighted and blind subjects. Questionnaires in Figure 4.4 for the

blind focus on identifying how the blind use screen readers in general. We also

ask them how they evaluate their experience with using a screen reader with

TextSL and how this experience compares with other applications such as a

browser. Questionnaires, shown in Figure 4.5, for sighted participants focus

on determining a qualitative usability comparison between the functionality

implemented in TextSL and Second Life.

Results: Our participants included 4 females and 8 males with ages in between

21 and 51 years. All our subjects had experience with computers and with playing

games. All blind subjects used screen readers for various applications but none of

them had ever played a game with a screen reader. Two of them who used screen

readers with browsers on a regular basis used them at rates between 50% and 55%.

The other two subjects who did not surf the web used them at rates around 30%.

During the test, all the subjects were able to complete the four tasks successfully. A
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Figure 4.4: Part of Questionnaire for Visually Impaired Participants

Figure 4.5: Part of Questionnaire for Sighted Participants

few erroneous commands were typed in by 1 sighted participants and by all four of our

blind participants but these are no cause for concern as they were merely typos. In

one case typos were caused by JAWS where the input cursor would randomly move to

the beginning of the input box. All participants played around with TextSL after test.

From the transcripts we noticed that when in conversation users sometimes forget to

put “say” in front of that they want to say which leads to an unrecognized command

error. The “help” command can be used throughout the entire test. We receive

an average of one “help” command typed during the test per sighted participant.

We observed that some of the sighted participants would consult previous command

outputs rather than using help as they were able to see the previous output. Blind
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subjects did not use any “help” during the test which could imply that blind were

able to memorize the commands from the tutorial.

Figure 4.6 shows the average performance times for each one of the test tasks

for both clients and for sighted (who used both clients) as well as blind subjects. We

understand that in virtual world it might not be as critical as in games in terms of

how quickly a player finish each tasks. However, we believe that demonstrating the

speed helps evaluating the efficiency of each task completion. The average execution
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Figure 4.6: Average Task performance times

time of tutorial and tasks 2 and 4 are very similar for both clients and both types of

subjects. Only the tasks related to navigation and exploration shows a slight worse

performance for TextSL. The avatar in both clients moves with the same speed and

the amount of distance that needed to be travelled was the same for both clients, so

the difference in performance may be explained by that it may be easier to recognize

an object visually than having to issue a command to find out what the object is.

Figure 4.7 shows a relative comparison of the usability of the features imple-

mented in TextSL compared with the Second Life viewer by the sighted users on a

scale of 1 (not the same) to 5 (the same). Some of the suggestions we received to
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improve the usability “I can only do one thing at once” and “why do I have to type

in the same command multiple times to find the name of an object?” were related to

the way we designed the interaction of TextSL to accommodate the use of a screen

reader. Other suggestions such as “I can’t move diagonally” or “I can’t find out where

the object is” were simply not implemented or activated for this user test, which may

explain why the usability of TextSL for many features is ranked lower than the Second

Life viewer. Two features that were ranked as usable as the viewer were communi-

cation and tutorial, which proves TextSL is a good education tool and support the

most important aspect of MMO’s: social interaction as well[51].
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Figure 4.7: Usability Comparison TextSL vs SL

The result from the rest of the questionnaire was also highly promising. All

subjects (with the exception of one) found TextSL easy to use. All subjects found

the amount of feedback provided adequate (with the exception of one sighted subject

who found the amount of feedback too little and one blind subject who found it

overwhelming). Overall the results of the user studies were positive and the many

suggestions we received will be taken into consideration in the future developments

of TextSL.
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4.5 Observations

The development of TextSL and the results of the study have provided us valuable

insights into how to make virtual worlds blind-accessible. Screen reader support

has proven to be a promising option, especially when the user can skip the shock

from a self-voice engine and reduce initial learning curb using screen reader with

their customized settings. Though compromises have to be made transforming a 3D

virtual world to a 2D text-based interface.

A number of problems presented themselves during our study including naviga-

tion efficiency and effectiveness. We made the following observations and point out

some areas for future research:

4.5.1 Meta Information

Second Life has been very successful in attracting users that contribute to its virtual

world by creating content. However, one of the biggest problems that we identified

is the apparent lack of meta data for objects. Objects in Second Life can be given

a name and a description but as some content creators figure that you can see what

the object is, they frequently leave these properties to their default values. To build

a meaningful textual representation objects named “object” are just as useless as a

web image lacking an alt tag. This problem is actually worse for virtual worlds as the

meaning of a web image can sometimes be derived from the text surrounding the image

or even from the filename [9] which objects in Second Life both lack. We also noticed

that certain objects have long names. Stores who sell virtual objects sometimes put

ads for their store in the name and description fields. The lack of meta information

is an inherent problem of the post hoc approach that we had to take towards making

Second Life accessible, which distinguishes our approach from other efforts to make

games accessible [6, 46, 127, 139]. Had accessibility requirements for the blind been

taken into account when Second Life was designed, a mechanism could have been

implemented that would enforce the user to provide names for objects, similar to
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how web images could be made accessible, if html standards would agree on not to

render images without an alt tag. From a post hoc perspective the lack of meta

information is very challenging to change. The Second Life world already contains

millions of objects and assigning proper names to all existing objects may require a

significant human effort. An external name database has been implemented that can

store meta information as only the owners of objects are able to change the name

of their objects. TextSL communicates with this database transparently through the

instant messaging protocol. An avatar acting like an agent is continuously logged

in and provides various database related services to all the text clients by parsing

messages that are sent to the avatar. If an object with a bad name is encountered in

TextSL its identifier is queried against the name database and if an entry is found the

name and description are sent to TextSL.To add meta data we propose the following

features:

• Automatic labeling: unlike two dimensional web images that may contain

multiple objects of interest, objects in virtual worlds are defined by themselves

and have more properties available that could potentially allow for an approach

based upon recognition. For every object we have properties such as dimen-

sions, topology and composition into prims or objects. Based on a simple set of

heuristics we were already able to recognize houses and billboards with accept-

able accuracy. Unidentified objects whose identifier does not have an entry in

the name database could be automatically recognized using a set of heuristics

and if a match is found their entry is added to the database. TextSL users then

act as spiders automatically adding meta data to Second Life.

• Manual labeling: this approach allows sighted users to add meta information

to objects. As virtual worlds contain massive amounts of content it is important

to provide users with an incentive. Along the lines of “games with a purpose”

that have helped label the web [134], we propose a scavenger hunt game that

helps users label objects in Second Life in the next Chapter.
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4.5.2 Narrative

When a user issues a “describe”, TextSL provides the number of objects and avatars

around you. When compared with the feedback that Zork provides “...you are stand-

ing in an open field west of a white house... ” one cannot ignore the fact that the

feedback we provide is rather limited. One reason for this is that in virtual worlds

we have to deal with a much larger number of objects than in Zork. For a virtual

world where all objects have meta data available, the number of objects found will

be even larger and the need for a mechanism that can reduce some of the feedback

becomes evident. Though all of our blind subjects found the amount of feedback pro-

vided adequate, we noticed that two of them used their screen readers at significantly

higher rates which may indicate that the amount of feedback that is acceptable varies

per user. One user may be comfortable with up to 30 words of feedback whereas

someone else may allow up to 80 words. Both subjects found the amount of feedback

provided adequate and we did not test for larger amounts of feedback. We propose

to allow the user to modify the amount of acceptable feedback measured in words. A

mechanism is proposed that will automatically provide the right amount of feedback

depending on the amount of objects around the user and the amount of acceptable

feedback. Concise feedback facilitates interaction though we must avoid trivial inter-

action as much as possible. If there is only one avatar in front of the user there is no

need for the user to have to issue multiple commands to find out what that avatar is

doing. The result of a “describe” for that case could be “you see Coool Magic and

she is sitting down in front of you” as long as the amount of feedback is under the

acceptable world limit. When more objects or avatars are around some mechanism

is required to reduce the amount of feedback. For now a very simple mechanism has

been implemented that groups objects and avatars but we seek to extend it as follows

to provide a more usable narrative. (1) Grouping objects, instead of “you see a tree, a

cat and a tree”, we list “you see two trees and a cat”. (2) Abstraction of object names,

instead of “you see twenty trees”, we list “you see a forest”. Instead of “you see an
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oak and a spruce”, we list “you see two trees”. Such abstractions are not possible

without some sort of taxonomy which may not be easy to create. (3) Detail: after

the feedback has been sufficiently reduced and the amount of feedback is under the

acceptable word limit it could be expanded by adding spatial information or specific

descriptors, such as the location of objects or what the avatar is doing. These are

all transformations that work on an initial set of object names and that expand or

abstract it into a more descriptive narrative. Transformations are applied only if the

resulting feedback keeps within the user specified word limit.

However, none of the narrative mechanisms could be implemented without the

accurate meta information of objects in the virtual world. This bares further con-

templation that, a mechanism that will fill out the missing meta information needs

to be developed, in order to push the idea of relying on screen reader or improving

accessibility feature of Second Life. A manual labeling game is presented in Chapter 5

aiming to solve this dilemma.
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Chapter 5

Case Study III: Seek-n-Tag

Virtual worlds have not been built for the blind. Unlike the Web, where blind users

can access using screen readers, virtual worlds do not provide screen reader support.

One of the major problems is the lack of metadata for virtual objects. On the Web,

metadata are generally interspersed into original documents to improve web acces-

sibility. The use of metadata to improve web accessibility is very widespread. A

good example of one of the simplest and most useful forms of metadata that bene-

fits visually impaired people browsing websites is the alternative (alt) text added to

image tags, useful since screen readers are not able to interpret images. The same

tactic could be used to solve accessibility issue in virtual worlds if this metadata were

widely available. In general, there are two types of metadata: internal metadata that

is embedded in original documents, and external metadata that is stored separately,

but associated with the original documents [64].

For this chapter, we picked Second Life to represent virtual worlds in general, due

to its popularity and open source nature. As a long-term goal, it might be possible

to make our game portable to more than one virtual world. In Second Life, internal

(embedded) metadata can only be amended with the appropriate permissions, in

most cases authorized by the land owners. External metadata, on the other hand,

can be created by anybody. The power of external metadata is that people with

different interests or requirements can act on their own without affecting the original

content or requiring the content owners to be involved. There are two potential

approaches for adding external metadata to objects in Second Life as proposed in
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Section 4.5.1: automatic labeling and manual labeling. However, with the huge

quantity of information and amount of missing information on objects in Second Life,

we are far from creating any heuristics for computers to identify objects successfully.

For this reason, we favor the manual labeling approach, which can provide accurate

information for objects.

Second Life residents are provided with a wide variety of tools to communicate,

collaborate, and create. People participate in social events, exchange merchandise,

attend classes for wide array of topics, play games, and more. Simply giving users

tasks like manually labeling objects does not sound very interesting, and is unlikely to

draw attention. Instead, we disguised this task as a game, very similar to a scavenger

hunt game. It is not a new concept to use games as a medium for people solving critical

problems. It is well-known as designing “games with a purpose” (GWAP) [135].

The rest of the chapter is organized as follows: Section 5.1 discusses related work

and provides more background on the game we created. Section 5.2 presents our

implementation of the game. This is followed by the results of our pilot study with 6

players in Section 5.3. Section 5.4 discusses some unsolved problems with proposed

solutions for future work.

5.1 Related Work

Second Life has been commonly used for education [65, 62, 99] and business purposes.

Previous work has been done towards making SL accessible to people with various

disabilities including cognitive [104] and visual impairments [38, 140].

Numerous research on making virtual world accessible to the visually impaired

users [18, 19, 97, 127] has already advanced this field. However, a common problem

was identified within this: virtual worlds lack consistent and necessary meta informa-

tion. Our current assistive technologies rely heavily on accessing object information

to provide information to visually impaired user via audio. Without the metadata

for objects, the current technologies can provide little use.

Two approaches could be implemented to have a virtual world with useful meta-
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data: original: Rules could be enforced in the development of the game that for

every piece of created content, meta information needs to be descriptive and precise.

Some guidelines or instructions could be distributed to content owners, aiming at

providing strong internal metadata. Obviously this puts a lot of demand on owners

and is less likely to be done correctly or consistently. assistive: external metadata

could be added to aid existing, internal metadata. This is a more flexible approach

and likely to be achieved by either an automatic or manual labeling process.

5.1.1 Web Solutions

The assistive approach is widely adopted in web accessibility. There are many re-

search projects in this area. Several significant manual or automatic schemas have

been developed including Social Accessibility [122], WebInSight for Images [11], and

SADIe [53]. With the idea of GWAP, the following games are the most influential

solutions to improving image labels on the web, where people play and perform basic

tasks that cannot be solved or automated by computers.

• The ESP Game [134] and the Google Image Labeler [48]: are almost

identical web image labeling games except for the graphics and minor game

rules. In both games, two players pair up to try to come up with matching

names for the same pictures randomly extracted from websites, within a certain

amount of time. Points are given based on the matching words.

• Phetch [136], is another game produced by Luis von Ahn. It annotates images

with descriptive paragraphs. It is designed to be played by 3 to 5 players, with

one of the (randomly selected) players as the Describer, while the others are

the Seekers. The data generated from this game are proven to be more accurate

for web images to blind web users. Unfortunately, it was discontinued in mid

to late 2008.

The gameplay utilizes competing and rewarding system, which made these game-like

applications fun and intriguing.
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5.1.2 IBM Solution

In an effort to make virtual worlds for the blind [56], IBM started a mechanism that

allows sighted users to add descriptive information to virtual world (Second Life). A

special annotation device is “equipped on the avatars of sighted users. When clicking

on the objects in SL, a Web browser is triggered, allowing sighted users to enter

accessible attributes, such as custom name and short and long descriptions of items

or locations. The information is then saved in an external database. Figure 5.1 shows

the webpage that is brought up every time the user tries to label an object. This

technique could greatly improve metadata in virtual worlds. However, it would take

a long time to fill in the gap with such great detail. Therefor we do not consider

this solution to be scalable enough to meet the needs for Second Life or other virtual

worlds.

Figure 5.1: Webpage for SL Annotation
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5.2 Method

Previous research has already recognized that SL lacks metadata. This directs our

investigation to find out what type of objects are most popular in SL and what is

the percentage of objects with missing or bad labeling. We are hoping that detailed

statistics for this information will make SL residents realize the importance of provid-

ing meaningful data and further encourage them to help improve the current status

on metadata in SL.

5.2.1 Data Collection of Objects in Second Life

We built a virtual bot who has a basic capability for wandering around and finding

locations and objects. The implementation is as follows: the bot selects a random

direction, starts walking and collects information about the objects it encounters

along the way. Object attributes such as name, location, shape, and UUID (unique

identifier) are then sent back to our database. Other information, including the

number of prims and parcels on the sim/region, are also gathered by the bot.

The Bot

According to SLBuzz.com [114], there are 13543 sim/regions in the history of SL.

Although a lot of those regions are not available any more, the list did contain almost

150 regions that are active almost all the time. We then sent our bot on a mission to

collect data from over 700 different sims (selected arbitrarily) from that list. It is not

possible to follow all SL regions, because: i) SL is growing fast, compared with 700

regions from 2006, and ii) a lot of sims in SL are unreachable from time to time [147].

Compiled Data

Over 4 weeks period of time, our bot collected over 423,000 prims, which constructed

120,000 root objects that we analyze. Out of the 700 sims we fed into the program,

we were able to reach closed to 500 of them, since some of the sims might not be

available anymore. There were about 5% to 65% of root objects collected per each of
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those sims. Depending on the travel range of our bot, the percentage of the objects

collection on each sim varies. Some area of the sim could have limited access, which

results in a lower number of collection on those sims. In general, we gathered a mean

of over 25% per each sim. We continued the study with the most used object labels

and conduct the following findings using data in Table 5.1:

1. Objects are named Object. Within the 120,000 collected root objects, 36% of

them are labeled Object, ranking the first of the most used names. We even

saw regions with 70% of objects labeled that way. This number is more than

we expected and further proves the fact of poor labeling in SL.

Object Label Potential Usage in Second Life
Object Anything
ShapeBlock Part of a flight control center
BuiltusingSkidzPrimz Part of a roof for a building
20x20x.5 Part of a wall separator
King Prim Unknown (objects deleted from the sim before analysis)
VirtuPrim Part of a building with various shapes of objects
PANELLO Part of raised wood floor

Table 5.1: Most Common Used Labels

2. Objects are grouped poorly in Second Life. The content creators group their

prims to form the root object. However, to the user point of view, those objects

are still too fine to be used for navigation and exploration in the virtual world.

As shown in Figure 5.2, a piece of architecture could consist of a great number of

adjacent objects with the same name. Ideally, those objects should be grouped

together and labeled as one object.

In the real world, people treat a building as one object, even if it is composed

of many walls, windows, and a roof. In virtual worlds, however, each of those

component is retrievable as individual objects, which is also the reason that SL

consists of a huge number of objects. Table 5.1 explains why those objects are

so frequently used and where they have been referenced. We also find out that

the same label could be used for different shapes of objects to form a higher
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5.2.1: ShapeBlock 5.2.2: Panello

Figure 5.2: Same Label Objects

level abstraction. For intance, “VirtuPrim” is labeled on all objects that serve

as beams for a building, regardless of whether a beam is shaped like a stick or

a block.

Research Goal

The purpose of our game is to improve the semantics of the objects in virtual world

by i) labeling the missing name objects, ii) building a taxonomy, and iii) possibly

grouping adjacent objects with higher granularity. It is possible that not all objects

need to be correctly labeled, especially if they are just part of a higher class, as

long as they are grouped correctly. An object could also be namely quite differently

depending on the situation. For example, motorcycle and car are two different labels,

but they could also be labeled vehicle. The collected object labels help to build a

taxonomy that group objects by their categories. Consequently, it will ultimately help

for better searching and navigation around Second Life, especially if the information

needs to be given in a concise manner.

5.2.2 Seek-n-Tag: A Virtual World Labeling Game

We started with the goal of creating a compelling tool for improving the metadata

stored in SL. With the existing systems in SL, relabeling components is not com-

pelling because it is not “fun”. As such, SL residents rarely correctly label or relabel
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components.

Conceptualization

Generally speaking, a prerequisite to having “fun” in a game is establishing a rewards

system and often a sense of competition. The players of Seek-n-Tag are initially

shown a countdown clock, starting with 5 minutes remaining. Individual tasks must

be completed within 30 seconds and the user is rewarded when a task is completed

earlier, by being given more time on the countdown clock. During the game, the player

needs to “tag” objects that match names chosen by the software. For example, one of

the tasks is: “Go find a house”. The faster the user tags an object, the more time he

will gain per round. Also, if the object is tagged correctly, 50 points are given. The

game starts with easier tasks and gets progressively more difficult. An example of an

easier task might be very general, for instance, finding a category such as building.

A more difficult task tends to be more specific, with less common components, for

example, a gazebo.

Prototyping

Programming is achieved with the Linden Scripting Language (LSL), which provides

a wide range of capabilities. It allowed us to quickly implement an alpha version

that gives players an opportunity to play the game and collect feedback on their

experiences. The Seek-n-Tag game is stored in an object that is transferable between

residents in Second Life. The players, avatars in SL, simply “attach” such an object

to themselves to start playing the game.

5.3 Evaluation

Evaluation was performed through a study that was conducted in a controlled en-

vironment in Second Life (Accessibility Test Island). A controlled environment was

required for these tests because the more general SL environment changes too rapidly

and is unpredicatable. However, to maintain much of the authenticity of a real SL
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experience, the objects we used in our experiments were directly copied from existing

components in SL.

5.3.1 Study Design

There are many ways to label objects in SL. The most common method is to click on

an object and then manually type in a name. We call this process, in general, “object

naming”. In Seek-n-Tag, the user is provided with a list of object names/categories,

so there is no need to type. A user must simply “tag” (or touch) an object that

represents whatever the current name/category states.

We created two environments on our island: A and B. Each location contains 25

objects, pre-labeled Object. In each, A and B, the same mixture of object categories

were used: Plant, Animal, Furniture, Vehicle, and Structure. Specific object types

within those categories, and locations of objects differed however. A total of six

participants, between 24 to 39 years old, who have never played our game, were

recruited to perform the following tasks:

1. Object Naming: The user is asked to come up with a name using their own

words and choose one the five categories provided, for each of the 25 objects.

2. Seek-n-Tag: The user is given names and asked to find an object to match

each. Same names might be presented multiple times since multiple objects

could match it. Figure 5.3 is a screenshot taken during the tagging process of

the game.

Participants, separated into two, three-person groups (as illustrated in Table 5.2),

started in either environment A or environment B. They first performed Object Nam-

ing then switched environments and played Seek-n-Tag. The goal of this study is to

Table 5.2: Task, Group, and Location
Task Group #1 Group #2

Object Naming A B
Object Tagging (the game) B A
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Figure 5.3: Seek-n-Tag

find out: i) if users behave differently between the Seek-n-Tag and the traditional

Object Naming process. ii) if users prefer Seek-n-Tag to label objects.

5.3.2 Results

Each of the 50 objects is named up to three times by three different users, depending

on how many times a category is given to a user. We consider the application of a

label to be correct as long as the name and category match between Seek-n-Tag and

Object Naming. The following is our quantitative data collection analysis:

• All of the objects got labeled the same set of names in Seek-n-Tag as in Object

Naming. For example,“ Object 1” is named as couch and sofa by the first group,

the label it got in the game would also be either couch or sofa. This proves that

people behave the same in naming as well as the game. If we assume players

name objects correctly, they would also tag accurately.

• Objects are labeled the same categories in both methods. For example if we

have 5 objects that a named under category ‘vehicle’, we also collected 5 objects
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for the same category in the game labeling process.

5.3.3 Usability

Current heuristics for designing and evaluating games are mostly focused on three

aspects of usability in games: interface (controls and display); mechanics (interacting

with the game world); and gameplay (problems and challenges) [34]. In addition, a

game also has to be fun to play. However, enjoyment is difficult to quantify, depending

on the exact implementation and design of the game. Thus, we included “Enjoyment”

in the questionnaire and used the consistent rating system to measure all four of the

aspects for this game. Figure 5.4 shows questions we ask our participants to fill at the

end of both processes and the ratings we received. We are at the early development

Figure 5.4: Questionnaire on Usability

stage of this game. There are several game elements, like competing with others, we

could add to the game to improve our gameplay ratings.

5.4 Discussion

As identified in the web accessibility field, various metadata collection services are

disconnected from one another, isolated in separate tools, stored in disparate repos-
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itories, and represented in incompatible formats[64]. These limitations also apply to

our approach. We need to create an open infrastructure through which it is easier to

share resources. For now however, we could build an object, similar to our Seek-n-Tag

game object within Second Life, that residents can wear to retrieve metadata from

our system, directly from the standard SL viewer.

We were unable to achieve and validate the improvement of object grouping

in this study. Our game does not currently collect enough information for each

object. With better object labels and a taxonomy of names and categories, we can

automatically label adjacent objects with the same original labels to the new tags

based on their location. In the future, we can just group those objects automatically

in our database, if they share similar attributes such as names and coordinates.

This chapter describes a game that encourage users in Second Life to manually

label and categorize objects with reasonable terminological control (normalization of

word inflections). The data generated as a side effect of the gameplay also solves the

bad labeling and missing taxonomy problems and could potentially train AI algo-

rithms to learn automatic labeling in Second Life in the future. This game prototype

can also be extended to other virtual worlds, where accurate metadata are needed.

Widespead use of a product like Seek-n-Tag could greatly improve metadata in virtual

worlds, and eventually deliver a world with information needed for visually impaired

users to navigate and explore around.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This dissertation starts with a survey study that reports the current state-of-the-art

of game accessibility. The definitions for each game genre and disability category are

given to reflect the scope of this study. Through analysis of a number of player inter-

actions with games of various genres, a general interaction model was defined. This

interaction model consists of three distinct steps that players perform: (1) receiving

stimuli; (2) determining response; and (3) providing input. The model allows for

more precise identification of how a disability affects a player’s abilities, specifically

during each phase. In addition, detailed analysis of statistical data revealed that an

estimated 11% of the U.S. population are unable to play games and 9% suffer from a

reduced gaming experience because of a disability. While age is strongly correlated to

the likelihood of disability and these estimates may include a large number of people

who have no interest in playing games, the demographics of game players are shifting

to gradually include an aging population.

This study extensively examined and presented 35 accessible games from 8 ma-

jor genres, with respect to different disabilities. Many other related resources are

mentioned in the dissertation as well. The surveyed games were picked based on

genre, the various techniques applied, and the availability for the most severe forms

of disability. Two major approaches are identified for making games accessible: ded-

ication and adaptation. Their pros and cons are discussed in terms of development
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time and cost, effectiveness and efficiency, and effect on gameplay. The analysis of

each game allows us to extract and collect accessibility strategies into two categories:

high level and low level. Low-level strategies can be used to evaluate the accessibility

of a game heuristically. High-level strategies may be used to point out solutions to

accessibility problems that low-level strategies fail to address. Based on the findings

via survey study, this dissertation continued by developing three distinct games to

further advance the state of game accessibility for visually impaired individuals.

This body of work contributes three complete games along with their design and

validation processes. The first two case studies aim at creating blind-accessible games

using new strategies. Based on the findings from developing the first two games, a

third game was created and used to improve potential accessibility of existing games.

◦ We developed Blind Hero [149] so blind people could enjoy a popular dance/rhythm

game by making use of our customized haptic glove. This game introduces a

high-level strategy: replacing visual feedback with haptic feedback.

◦ During our research on virtual worlds, we built a user interface from scratch,

TextSL, to allow visually impaired users to access Second Life via a screen

reader. Providing that access to an existing virtual world with only screen

reader support is a new low-level tactic we present.

◦ A game is created for the purpose of providing critical information to improve

TextSL or any future blind-accessible version of Second Life. This piece is a

crucial component to this research, because it helps to prove games can be used

to solve problems where a human component is needed, even for an otherwise

monotonous task. This demonstrates that games can have purposes outside of

entertainment and can have multiple facets to their experience. In this case:

entertainment and improving accessibility.

All of the above created games focus on three major features that game provides:

fun, education, and social interaction. User studies were conducted for all of these

games. Feedback (which was largely positive) and suggestions were collected during
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this process. Working with, and observing, visually impaired individuals closely is

a rewarding process that has so far yielded valuable insights into how to improve

accessibility features to maximize their leisure, interest, and benefit.

6.2 Future Work

This dissertation points out the following areas for future research. Popular game

genres, such as strategy, sports, and role playing games, lack accessible games for

motor impaired and visually impaired players. The data on games for cognitive

impairments are very limited. Those games are more difficult to expand to a generic

level, because they are mostly targeting on very specific type of cognitive impairments.

It will be valuable to collect more information to find out links between particular

cognitive impairments and available game genres in the future. A common problem

presented itself after the development of all three games: we do not have a unique

set of standards to measure how effective our approaches are.

“You can’t control what you can’t measure” [26] is a well known statement in

software engineering, which is also applicable to game accessibility. What are the

metrics for measuring if a game is accessible? No set of accessibility guidelines for

games, similar to the W3C Web Content Accessibility Guidelines, exists. Games

are different from regular software as they require an additional constraint on what

the interaction should provide: games should be fun. Measuring “fun” is not a

simple endeavor since that is a subjective measure depending on player preference.

Nevertheless, similar to usability evaluation, a heuristics-based approach [83] can be

used, in which a number of experts identify which accessibility guidelines have been

implemented.

The low-level strategies proposed in Chapter 2 could be used for this. However,

we identified a number of problems: (1) The different low-level strategies accommo-

date impairments to different extents. For example, closed captioning is a better solu-

tion than subtitles to accommodate hearing impaired players. For one-switch games,

a scanning mechanism that preserves all input is preferred over one that automates
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input or reduces it because such modification may significantly change gameplay. (2)

The application of low-level strategies is context-sensitive. For instance, the game of

chess may not have dialog or sound, and a strategy such as closed captions cannot

be applied. However, this strategy can be applied to other types of games such as an

FPS, but it does not imply that a chess game lacking closed captions is less accessible

than an FPS with closed captions. (3) A game that supports multiple impairments

is likely to be more accessible than a game that supports only one impairment. How-

ever, the level of accessibility depends on the degree to which a particular impairment

is supported. A game that offers all types of interaction, ranging from regular input

to one-switch control can be considered to be more accessible than a game that offers

only subtitles and a high contrast color scheme.

Measuring the accessibility of a game is complicated because of these factors. In

this context, our future work comprises two parallel paths: i) continuously develop

accessible games for popular game genres; and ii) some sort of accessibility evaluation

metrics should be developed to further validate our games and better serve visually

impaired people.
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