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Abstract—Understanding the topological characteristics of the Need for Internet measurements arises due to commercial,
Internet is an important research issue as the Internet grows sqcijal, and technical issues and provide insight into nekwo
with no central authority. Internet Topology mapping studies topology, routing, protocols, and applications. Topotagi

help better understand the dynamics of the Internet backbone Ivsis of the Int ti ded to devel twork .
network. Knowing underlying topology, researchers can develop 2NaySIS Ol the Internet is needed 1o develop networ pregni

new protocols and services or fine-tune existing ones. In this Optimal routing algorithms, and failure detection measug}.
paper, we first discuss issues in subnet-level Internet topology Researchers test new protocols and systems using sinmdatio

mapping and present approaches to handle them. Then, we intro- or emulations, but more realistic results can be obtainegiwh
duce Cheleby, an integrated Internet topology mapping system. real topologies are fed to the modelg [4]] [5]. Additionally

Cheleby, first, dynamically probes every observed subnetwork twork i be identified ; t |
in the Internet using a team of PlanetLab nodes around the NEWOrK anomalles can be identmed using topology mea-

world. Then, it utilizes efficient algorithms for resolving subnets, Surements[[6]£[8]. Analyzing Internet topology also pdes
IP aliases, and unresponsive routers in collected data to provide insight into current trends. For instance, Gill et al. petht

subnet-level topologies. Different from current topology mappiy  out that content providers are deploying their own networks

systems, Cheleby not only samples the Internet topology but also \ypich has a flattening effect on the hierarchical AS model [9]
processes the collected data to build more complete maps. SampleSirnilarl evolution of the Internet topology can be anafz
topologies are provided athtt p: // chel eby. cse. unr. edu. Y pology

Index Terms—Internet Measurement, Router-level, Topology tO predict future growth[[10].
Sampling. The research community has been conducting numerous

Internet measurement studies to answer various questions
l. INTRODUCTION on the functional and topological characteristics of the In
Internet, the largest man made complex network, is a weédrnet. Internet measurement studies require avaibabift
of interconnected backbone networks over which thousahdsrepresentative topology maps. Depending on the nature of
small and medium size Autonomous Systems (ASes) connaatasurement study, researchers may use different types of
individuals, businesses, universities, and agencie®rrat topology maps including AS level[11], T12], point-of-perge
is a spontaneously growing complex system whose larg@OP) level[[18], [14], router level [15], link level [16] dP
scale structure is affected by many interacting units aimted address level maps[iL7]. A POP level topology map is often the
optimizing local communication efficiency without a cemtramost detailed information that ASes make publicly avagabl
authority. While the building blocks of the Internet, its o if at all, about their network]2].
cols and individual components, have been subject to iiMens In general, Internet topology measurement studies cooisist
studies, the immense global entity has not been preciséfiyee phases: (1) topology sampling, (2) topology constrog
characterized. and (3) topology analysis. Inaccuracies in the first two pro-
The Internet’'s global properties can not be inferred fromesses may significantly affect the accuracy of the obsenst
the local ones as it is composed of networks engineered with results obtained in the measurement study [L8]-[21]. In
large technical diversity and range from small local caregusthis paper, we first briefly define the issues in the Internet
to large transcontinental backbone providérs [1]. Addiiky, topology mapping and proposed approaches in earlier studie
the Internet evolves with the interplay between coopenatioWe especially focus on the topology sampling and constracti
so that the network works efficiently, and competition, sprocesses that can significantly affect observations attaut
that providers earn money. Routers and links are added tnyderlying network[[1B8]-H[22]. Then, we present Cheleby, an
competing entities according to local economic and te@inidnternet topology mapping system that provides insight int
constraints where topology information is kept confiddntidhe Internet topology by taking continuous snapshots of the
due to various privacy and security conceffs [2]. Combamati underlying networks. The system utilizes efficient alduoris
of all of these factors results in a general lack of undeditan to process large scale data-sets collected from distdbute
about the topological characteristics of the Internet. Tbe- vantage points and provides accurate topology graphs agsub
fidentiality of network topology introduces challenges the level.
research community and requires them to infer the topologyCheleby topology mapping system, shown in Fiddre 1, runs
by using measurement probes. on a server which actively manages PlanetLab nodes as its



Cheleby Server IP Alias Resolution: As routers have multiple interfaces,
each interface has a unique IP address. In a given set of
path traces, a router may appear on multiple path traces with
different IP addresses. In IP alias resolution, the goabis t
identify nodes that appear to be separate in collected path
Fig. 1: Cheleby System Overview traces and combine them into one single node (i.e., to detect
IP addresses that belong to the same router).

Subnet Resolution:Normally, routers are connected to each
other over subnetworks and subnet resolution helps iniident
%/ing the underlying subnets. In this task, the IP addresses
a data set are analyzed to infer subnet relations among them.
& goal in subnet resolution is to identify multiple linkeat
appear to be separate and combine them to represent their
s rresponding single hop connection medium (e.g., pomnt-t
point or multi-access link).

Topology
Construction

Data Manager

monitors to collect topology information from geograpliica
diverse vantage points. The server instructs monitors to ¢
lect partial path traces and perform other probing acésiti
Cheleby then resolves subnets, IP aliases and unrespon
routers within the collected raw data to construct the ngtwo
graph corresponding to the sampled network. Incorporati
enhanced resolution algorithms, Cheleby provides congpreh
sive topology maps at the subnet-level.
In Sectior1), we provide brief definitions of some issues in 1. RELATED WORK
Internet topology mapping studies. In Sectfod IlI, we byiefl » )
present major Internet topology mapping systems. Then, inin order to facilitate topology measurement_ studies, sev-
Section[T¥, we present overview of the Cheleby system af§@l research groups have developed mapping systems to
experimental results with various system parameters. tn S&°/l€ct the required information. Archipelago measuremen
tion[V we discuss topology construction steps in Cheletry aif'frastructure of CAIDA [[26], the DIMES project [27], and
present some experimental results. Finally, in Sedfianwé, the iPlane |nfra§tructurd:l:28] continuously provide sasapl
conclude the paper and provide a brief overview of futurekwofnt€mnet topologies. Additionally, several other groupsvé
to enhance the Cheleby Internet topology mapping systemdeveloped tools or systerris [29]-[38]. Table | presents majo
Internet topology mapping systems and their charactesisti

Il. BACKGROUND ONTOPOLOGYMAPPING including number of: (1) deployed monitors, (2) destinatio
eIF addresses, (3) collected traces, (4) generated probgs, (
observed IP addresses, (6) observed edges without topology

construction, (7) alias sets, (8) IP addresses that appéare

Sampling Bias: An important issue in topology collection : . !
. A . . . o an alias set, and (9) provided data t)E)eNote that, iPlane
s to eliminate sampling bia5 [POL.[P3]. Since there areitiul sends a single probe per hop in collected path traces while

number of vantage points and a Iarge number of destmatlogﬁﬁer systems send three. Using three probes per hop helps th
one may collect a topology that is biased towards the vantar%e

points apping system identify load balancing routers and cdyeful

Load Balancing: Another issue to keep in mind duringCOnStrUCt subsequent links.

N : 1) Ark: Archipelago is a successor of the skitter
topology collection is the deployment of load balancing b%e;surement in?ras?ruc[t%ﬁ}E[BQ] that started probing the |
ISPs. Certain traffic engineering practices for load batenc

may cause traceroute to return IP addresses that do 'heorpet in 1998. A major step from Skitter to Ark is the

correspond to a real end-to-end path in the netwdrk [2éﬂoord|nat|on of monitors using Marinda tuple-space, which

This happens when a router forwards consecutive tracerou%'zeS a distributed memory space and pattern matchity te

probes on different paths toward the destination, a commiUeS: Ark focuses on generating annotated Internet maps.

phenomenon in the Internét[25]. urrently, Ark utilizes 53 dedicated monitors around theldio

Probing Overhead: As the volume of active measuremen{o trace every observed /24 subnetwork. Monitors are divide

. . - . .. ~.Into 3 teams to trace towards 9.1M destination IP addresses
practices has increased in time, it is important to minimize

redundant probing and carefully consider any disrupticat tho>n9 scampel40] to gene_rate approximately 1Q_O_probes per
. second. Ark started collecting IPv6 topology utilizing som
might be caused by the measurement study.

; - . of the monitors since September 2010.Finally, Ark utilizes
Unresponsive Router Resolution: Unresponsive routers

. Mercator, Midar, and kapar to resolve IP aliases.
are routers that are passive to measurement probes and a ) T .
Dimes: Similar to SETI@home crowd sourcing ap-

represen “*in racer . Sin r r L .
epresented by a o a traceroute output since a c)medoach [41], Distributed Internet Measurements and Simula
may appear as a *' in multiple traceroute outputs, we nen—f

to identify *s (i.e., unresponsive nodes) that belong be t 1ons (DIMES) [27] utilizes home computers to collect path

same routf This process is called as unresponsive routgfces around the world. Currently, a}round 20K agents_ a’*‘?““
resolution. e world contribute as vantage points to probe destination

from a rich set of locations and capture peripheral Internet

In this section, we briefly clarify some issues in Intern
topology mapping studies.

1We use the ternunresponsive node refer to a **' in a traceroute output
and unresponsive routeto refer to the actual router that is represented by 2As DIMES does not release raw traces we could not obtain sonits of
this unresponsive node (i.e., by this ') in the tracerooteput. statistics.



Platform | Monitors Dest. I[P Traces Probes IPs Edges Alias Sets Aliased IPs Dpéa Ty

Ark 53 9.1IM 27.IM 993M 13M 2.3M 79.6K 271K Router/AS topology
DIMES 19,000 3.6M 15M Router/PoP/AS topology
iPlane 200 100K 33.8M 472M 0.3M 1.2M 12.1K 33.2K  PoP/AS topology
Cheleby 500 35M 13.6M 658M 19M 2.9M 83.0K 217K  Link-level topology

TABLE I: Internet Topology Mapping Systems

topology. DIMES focuses on PoP level topology mapping araocks if it is larger than /14 or a destination block file may
annotating the links with delay and loss statistics. Finallcontain multiple ASes. At the end of this process, we have
DIMES only implements Mercator method in resolving IR8,460destination blocks, i.e., 3.54M destination IP addresses.
aliases. After a few experiments, we replaced non-observed IP

3) iPlane: iPlane [28] aims at providing Internet linksaddresses with responsive IP addresses, which have a com-
annotated with latency, bandwidth, capacity and loss rate imon subnetwork prefix of /24 or longer, in the earlier data
improved overlay network deployment. iPlane performs patiets. Moreover, we dynamically appended newly observed IP
traces from 200 PlanetLab monitors towards 100K destinaddresses to the destination lists during topology cocistiu
tions to construct a backbone topology that can be usedpmse (see Secti¢n V).
landmarks for overlay networks. Moreover, geo-location of o
routers is identified using undn15] and sarangwdild [45- Response Wait Time
tools. Finally, iPlane utilizes Mercator and Ally in resiiy In order to determine time-out time for traceroute probes,
IP aliases. we analyzed the response time of elicited responses foedrac

Inaccuracies in the topology sampling and construction prtowards 3.54M destinations using a time-out of 1.7 seconds.
cesses may significantly affect the accuracy of the obsenst Figure[2 presents the CDF of Round Trip Time (RTT) for
or results obtained in the measurement stidy [18]-[22]]. [43213.3M probes that elicited an ICMP response. In this experi
However, currently deployed topology mapping systems do noent, cumulatively there were 213M responsive nodes (e, a
complete all topology construction tasks. In particulark,A ICMP response with an IP address was received) and 17.5M
DIMES and iPlane provide alias pairs for some data sets hutresponsive nodes (i.e., no response was received) in the
they do not provide subnets for observed IP addresses amd alsllected traces. In the Figufé 2, we observe that more than
ignore unresponsive routers. Addition of subnet relatiand 99.95% of responsive nodes respond within 0.5 sec. Hence,
unresponsive routers in the final graph considerably imgsovin all subsequent experiments we set time-out time to 0.5 sec
the network accuracy. since longer time-outs delay the overall topology collati

process.
IV. CHELEBY: TOPOLOGY SAMPLING

In order to sample the underlying backbone topology of the
Internet, Cheleby system utilizes the PlanetLab infrastme o2 /
to probe the Internet. Cheleby collects a large number df pat 3 °*
traces from geographically diverse vantage points towahlds £
/24 subnets in the announced subnet prefixes. Chelebyestiliz

1

IP addres:
o
>

Paris traceroute, which fixes flow identifiers so that flow- g° 213,303,135 92.40%
. . . . o "
identifier based load balancing routers will choose the sam £ | wsTos  T60%

next hop for probe packets toward the same destinafion [44“550-3 I
Moreover, Cheleby performs ICMP based querying as it slicit © o2 |

more responses than other probing approachés [45]. o1
0 T T T T T T T T T T T
A. Destination List Generation R R=Rr b=t g b=t lrd=pr=trh=lristri=tri=tri=pr=trp=pn
In order to probe each active /24 subnetwork range Round Trip Time (in msec)

we obtain subnet announcements with originating AS from
http://ww. ci dr-report.org. The list provides ad-
vertisements and actual RIR allocations for each AS. We ) )
divide each subnet advertisement into a /24 subnetwork, (e 12Sk Assignment to Monitors

A.B.C.0/24) and pick first allocable IP address as the probing We divided functional PlanetLab nodes into 7 teams based
destination (i.e.A.B.C.1). If a specific range is smaller thanon their geographic locations (i.e., 1: North-West America
124, then we pick the first allocable IP address in the rang. North-Central America, 3: North-East America, 4: South
These IP addresses are then divided into destination bloékserica, 5: Western Europe, 6: Eastern Europe + Africa +
of approximately 1,024 destinations that will be probed byestern Asia, and 7: Eastern Asia + Australia), as shown by
monitors. Note that, an AS might be divided into severalquares in Figuig 4. The figure also shows the distributios fo

Fig. 2: Cumulative Distribution Function for RTT



Team Team 1 Team 2 Team 3 Team 4 Team 5 Team 6 Team 7
Monitors 56.63 53.88 55.50 56.75 77.25 73.63 76.25
Incomplete Dest Blocks| 7.43 30.28 24.03 35.72 12.85 12.35 12.15
Completed Dest Blocks| 3,453 3,430 3,436 3,424 3,447 3,448 3,448
Completed in 2nd Trial 16.2 63.1 40.6 60.4 26.9 23.4 26.1
Avrg. Compl. Time (sec) 1,476 1,376 1,586 1,650 1,764 1,764 1,566
Run Time (hours) 8.53 8.18 9.15 9.32 7.32 7.68 6.54
TABLE II: Team Statistics (Average of 8 Data Sets)
7000 Team 1
Team 2
Team 3
6000 Teams
Team 6
P Team 7
= L Average

5000 -
I

4000 Foxx.

Probing Time

3000 §
2000

1000

0 500 1000 1500 2000 2500 3000 3500
Destination Block (ranked by average probing time)

Fig. 3: Completion Time per Destination Block (in Seconds)

teams, which were deployed later as discussed in Sdcfi@ V- Cheleby dynamically assigns one of the available monitors
with dashed lines. Ark utilizes a similar approach to divitke from each team to probe destination blocks. Each block is
53 monitors into three teams. probed by only one monitor at a time and overall by 7
monitors (i.e., the number of teams). Each monitor is set to

1 s [+ - . | | probe 4 destination blocks in parallel to reduce the overall
) ‘l‘ __/_’.’_’j N » round completion time. Each of the 4 monitor processes work
: H TR ‘#ﬂiﬁ independent from others. These processes are markieieas
< !2 _‘-" -“-‘_, 3 ,.,\'.—" busy or inactive All processes in a monitor igactivated

when one of them returns its data in less than 2 minutes as
. this indicates a problem with the probing. They remagctive
v 19 S TN ‘ for a period of 4 hours before becomiije and obtaining a

’ ' ) new destination list. Moreover, monitors are ranked based o
their task completion averages and Cheleby selects thiellep
process from a team to assign a new destination block.

e

Probing of a monitor is terminated if the monitor can not
complete its task within a period of 2 hours. In this case,
Fig. 4: Team assignment of PlanetLab nodes (5 teams: Bl monitor is penalized with a reduction in its ranking and
lines. 7 teams: Green boxes.) brought to thddle state. The partially traced destination block
is also put to non-probed list for another trial by another

In order to probe destinations from geographically diveré@onitor in the same team. If the new monitor, which reverses

vantage points, Cheleby utilizes PlanetL&bl [46] nodesratouthe order of destinati(_)n I_P gddresses before probing,_ is_not
the world. Among~1,100 nodes only~600 of them were able to complete probing in time as well, then the destimatio

good to be utilized during our experiment. AsL00 of good block is marked as partially completed and both of the plartia

monitors did not function well with the Paris traceroute, wi@ces are added to the database.

could utilize ~500 nodes during our topology collection. In Using 7 teams, we performed 8 rounds of data collection to
this section, we describe major steps of Cheleby regardingserve teams dynamics. Tablk Il presents the average$ of (1
topology sampling and data collection experiments usirige number of monitors, (2) the number of incomplete desti-

~500 available PlanetLab nodes during Nov 2010. nation blocks, (3) the number of completed destinationkdpc

\. V. A J
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(4) the number of destination blocks that could completé@ t 200
second trial, (5) average block completion times in seconds 180 |
and (6) total run time for each team in hours. Initially, we 160 b
clustered the monitors around the world into regions to have 140
balanced number of monitors in each team. However, teams 5,

6, and 7 were considerably behind others. Hence, we inatease 120 |
their monitors by adjusting geographic clusters. 100 #

Number of Probed Destination

As seen in the Tabl&]ll, on average 19.26 of the 3,460 80 1
destination blocks were not completed in allowed time of 60 | :
2 hours even after 2nd trial. Team 4 (South America) had 40 t 1
lowest probe completion with an average of 35.72 (i.e., %03 20 | i
of all blocks) incomplete destination blocks. On average, 0 ‘ ‘ ‘ ‘ b ‘
36.67 of blocks were completed in the second trial (which is 0O 10 20 30 40 50 60 70 80
included in the overall completion numbers). Team 5 (Wester Monitor Rank
Europe) and Team 6 (Eastern Europe + Africa + Western Asia) a) Average Number of Probes
were slowest with an average of 1,764 seconds to trace a 4500

destination block. This is also apparent in Figlite 3, which

shows destination block probing completion times of each 3000

team for a single run. However, Teams 5, 6, and 7 were the

fastest ones in probing all destination blocks due to higher

number of monitors in these teams. Destination blocks in the

Figure[3 are ranked by the average completion times of all

teams for the block from max to min (shown with black line).

In Figure[3, we observe that there is a group of destinations

blocks that complete probing approximately in 700 seconds

independent of team averages. These cases often happen whe

the destination block is in the same location as the probing

team. 0
Figure[® displays completion time statistics for a data set.

In the figures, monitors for each team are ranked by the

number of destination blocks they completed probing. Anisee b) Average Completion Time (sec)

n Flgur_eB_-a, while most of the monlt_ors compl_eted 40 t?ig. 5: Team Completion Statistics (ranked by the number of

80 destinations blt_)cks, there were outliers that e_lthepem-,qt completed destination blocks)

formed or fall behind others. Moreover, as seen in Fidure 5-

b, average probe completion times increased in general with

lower rankings as expected. In general, the outliers thae wenumber of observed IPs and edges as the destination blocks

considerably below the average curve were faulty monitoase for different ASes.

that either returned responses in few minutes, whose daga wa ) )

removed and sdhactive for certain time, (e.g., Team 2 nodeP- Probing Overhead Reduction

at 55) or became available for part of the data collection In Cheleby, we utilize inter-monitor and intra-monitor peo

(e.g., Team 5 node at 75). On the other hand, outliers wedlduction as shown in Figurgl 7. We reduce intra-monitor

above the average line received a non-responding destmatiredundancy by performing partial traces to some destinatio

i.e., AS regions that were not very responsive, causing gumip® addresses. Once we have a full trace to an IP address in

in completion time. Overall, the dynamic task assignmean AS, we start successive traceroute queries from the hop

helped improve round completion time to less than half afistanceh; of the ingress router (i.e., hop distance of the last

the initial experiments where tasks were randomly assignBladdress in the trace that did not belonging to the degtimat

without timeouts and penalties. AS). If the first IP of the new trace has not appeared at the
Finally, Figure[6 presents the average of the number séme hop distande; in any of the earlier full traces to the AS,

unique nodes and edges observed as data from vantage pdiresa we complete the trace. Otherwise, we do not complete

and destination blocks are respectively appended to thghgrathe trace. Analyzing collected traces we observe that 35.4 %

Similar to earlier findings, we observe that addition of moref 22.4M traces are partial traces. This overall saved 66.2M

monitors sub-linearly increases the number of unique Fobes that would be generated with full tracing.

addresses or edges. On the other hand, number of unknowAdditionally, to reduce inter-monitor redundant probirzg,

nodes increases linearly as the unresponsive routers @re destination IP is probed by only one monitor of a team. Since

resolved yet and each instance is recorded as a unique ndkde.monitors in the same team are geographically close to eac

Finally, addition of destination blocks linearly increaste other, we expect their contribution to identify a new linbdie

2500
2000 r|

1500 |+

= Average Probing Time

0 10 20 30 40 50 60 70 80
Monitor Rank
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Fig. 8: Number of Nodes and Edges for different team sizes
Fig. 6: Number of Nodes and Edges (average of 8 data sets)

Destination Block

a) Cumulative Destination Block Known nodes and Edges

- Tea(ms_ ) 530 6?5 . 7770 19220 ils - We performed an experiment where we varied team sizes
ime (min , ’ i i
Traces 95M  159M 220M 387M 35 OM to analyze the effect of choosing different number of teams.

Probes 151M  249M  347M  452M  552M Variations in the number of teams has a direct effect as seen i
Total IPs 953M 157M 219M 285M  348M the Tabldll, which for each team configuration presenty: (1
Total *s 55.7M 92.4M 128M 167M 204M| the round completion time, (2) generated traces, (3) géertra

Unique IPs | 1.11IM 1.18M 1.21M 1.24M 1.27M  probes, (4) probes yielding an IP address, (5) probes thlat di
PcIeF;?n /inalllPs 72903;? 8145-;3;:/{’ 81653% 8186%()6() 92-2750 not elicit a response, (6) unique IP addresses_, (7_) pemgenta
Unique Edges TAOM  176M  196M  213M  226M of observed IP addresses compared to combination of_ all IP
Edges/all | 46.1% 57.1% 63.6% 69.1% 73.1% addresses, (8) number of observed IP addresses per minute of

Per min Edges| 2,636 2,794 2550 1,747 1,465 probing, (9) unique edges, (10) percentage of observedsedge

compared to union of all, and (11) number of observed edges

TABLE Il Team Statistics with Different Team Sizes Per minute of probing. Additionally, Figurgl 8 presents the
changes in the number of observed IP addresses and edges
with aggregation of monitor data.

is small. Moreover, we are in the process of identifying As the numper of teams increases more probes are generated

ingress points of ASes to dynamically establish teams foh ea®"d 1€sS monitors are deployed per team. Both of these cause

destination AS so that we have exactly one monitor probifg"ger round completion times. However, as seen in unique
through each ingress point of an AS. That is, we will deteemir]”S @nd unique edges rows, there is a diminishing benefit with
the sets of monitors that probe each ingress point of the A4gher number of probes. Even though, using 11 teams returns

and then build individual teams for each AS IP addresses. Nighest number of unique IPs and unique edges, the overhead
is highest per observed IP address. An important observatio

is that the overlap between the edges is much smaller than the
A S| overlap between the IP addresses because deployed monitors
in each case differ. Considering this analysis, we decided t
utilize 7 teams in the Cheleby as it provides best balance
between coverage and overhead.

[=)

[=)

) s moni V. CHELEBY: TOPOLOGY CONSTRUCTION
Intra-monitor y L{ Inter-monitor

After collecting topology data, we need to process this raw

Fig. 7: Intra- and Inter-monitor Redundancy Reduction g4 to obtain the underlying network topology. In particu-



lar, we (1) filter faulty traces, i.e., initial pruning, (2pfer vr > Prev(v) - Prev(Prev(v;)) <—> Known subnet
underlying physical subnets among IP addresses, (3) ®sc RN Q < —> Same subnet
IP addresses belonging to the same router, and (4) resc vy — > Next(vy) <> Equal or Alias
unresponsive routers as shown in Figlite 9. These resolution

tasks especially are challenging when large scale topedogi
of millions of nodes are processed. In this section, we a®aly

each of these tasks and indicate the algorithms that weedili

Fig. 10: Analytical and Probe-based Alias Resolver v2

to handle these tasks. As the number of vantage points is increased, the distance
condition can more accurately filter false subnets without
A. Initial Pruning relying on the trace accuracy condition.

As path traces contain anomalies such as routing loops, wel@ble M presents averages of identified subnets and the
first prune raw path traces. The pruning breaks path tragnpletenesses of the subnets that had %20 of their IP
with a loop (e.g.,IPa, IPg, IPc, IPp, IPp, IP-, IPp, @addresses present in the trace data set. This number is less
IPg) into three pieces based on the repeated IP address (Hen we expected as only 99K of collected 1.2M IP addresses
IP:) and utilize the first part (i.e P4, IPg, IPc) and the a@ppearina subnet. The main reason for_ this is because we did
last part (i.e.,I Pc, IPr, IPg) of the trace in the remainder N0t explore other IP addresses of candidate subnets. We then
of processing. In data sets collected with 7 teams, 7723€d @ probing module into SNI that probes subnets that have
(%3.45 of 22.4M) of path traces contain routing loops amorl§Ss than half of their IP addresses present in the data set as
which 143K has multiple loops. Moreover, we observed bordéxPlained in Sectiol ViE.
firewalls that filter ICMP packets from/to a network domain-

and occasionally respond with their IP address. However, th ) _ _
hop distance of these IP addresses are not consistent. Henc@fter inferring underlying subnets, Cheleby resolves IP

we filter any IP address that appears at the end of a trace aftigses using Analytic and Probe.-based A!ia§ Resolver
three anonymous nodes. (APAR) [47]. As pointed by Keys in[[48], original APAR

We build initial network graph by parsing filtered patH'mpIementation had high ;torage rquirenﬁnﬁimilar to
traces. During parsing, we resolve unknown nodes that ar, we enhanced APAR mplemgntgﬂon by eI|m|r!at|ng path
between the same set of known nodes by detecting the sapEMes (called A_PARVZ) as shown in F_lglE 10. During APAR
*.substrings (i.e., the same length *-substrings with tame "N€ighbor matching (se¢ [47] for details), we need to verify
known nodes as the end points). Performing this unrespensiyiether our candidate alias pair (i.e, and Prev(v,)) has
router resolution step during graph construction redubes & c°mmon neighbor (i.e.Prev(Prev(v,)) and Next(v,))

number of unknown nodes by %78.71 on average. Table & 2" alias or as in another subnet relation (ite:¢v(v;)
presents the number of (1) all traces, (2) partial tracep, dNext(vy)). Hence, for each node in the graph, we record
saved probes, (4) unknown nodes, i.e., *', and (5) kno revious nodes and next nodes from path traces, and derive 2-

nodes, i.e., IP addresses, for the analyzed data sets. hop predecessors of the IP addresses. We also record conflict
sets, i.e., set of traces an IP address appeared in, to ensure
B. Subnet Inference trace accuracy condition. These changes help us elimihate t
First task after building an initial network graph is thd'€ed to keep path traces in memory and query them during
identification of the underlying physical subnets, i.enkli &lias resolution. o
level connectivity, among IP addresses in the collectedltop _Ut|||2|ng APA_‘RVZ on coIIecteq data, we identified 23,266
ogy [L6]. The goal in subnet resolution is to identify muktip alias sets thf_;\t include 75,019 allase‘d IP addresses ongavera
links that appear to be separate and combine them to repredd@VeVer. this corresponds to onlyim?7% of observed 1P
their corresponding single hop connection medium (i.elfimu addresses. This value was especially low as we did not |Bclut_j
access link). Subnet resolution also finds the missing linka:mates (/30 or /31 pair of the observed IP address) as in
between IP addresses that fall in the same subnet range Bt @nd iPlane and we had a low subnet coverage as these
were not observed in path traces. The successful inclugionSyPnets help in alias identification. Hence, we (1) improve

subnet relations among the routers yields topology magts tf4Pnet coverage with probing candidate subnet IP addresses
are closer, at the subnet level, to the sampled segmente of ¢ Include IP-mate probing component into APARVZ, and (3)
Internet. implemented probing based mercator and ally appraches to

Cheleby, enhances subnet resolution approach preserfi@giPlement APARV2 as described in Secfion]v-E.

in [16] by utilizing only the distance preservation congiiti b ynresponsive Router Resolution
but not the trace preservation condition to reduce the cempu

tational complexity. SubNet Inferrer module (SNI) obsarve Unresponsive routers are routers tha‘t*?_re passive to neeasur
ment probes and are represented by a ¥’ in a traceroute bdutpu

distances of all IP addresses per vantage point and detsmi . .
IP address ranges that have similar distances to all vantz%eCheleby’ we utilize ourGraph Based Induction(GBI)

points. Different from initial approach in_[16], we only aW ~ SNote that, other improvements proposed byl [48] were discussdd(]
one IP address being closer to each of the vantage poinisi presented as options.

IP Alias Resolution
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Fig. 9: Topology Construction
Data Set 1 2 3 4 5 6 7 8
All Traces 22.39 22.42 22.42 22.40 22.42 22.41 22.42 22|03
Partial Traces 8.02 8.12 8.05 7.86 7.67 7.98 7.91 7.80
Saved Probes | 65.23 66.14 67.68 66.32 63.98 67.90 66.19 65.98
Unknown Nodes| 4.93 4.81 4.90 4.88 4.95 4.94 4.95 4.92
Known Nodes 1.18 1.18 1.19 1.17 1.20 1.17 1.19 1.17
TABLE 1V: Topology Data (in millions)
Subnet Size 124 125 126 127 128 129 /30 /31
Count 0.38 4.25 34.13 485 6,381 20,602 11,202 2,960
Completeness 27.7% 24.5% 23.3% 23.3% 24.8% 36.0% 100% 100%
All IPs 26 131 492 3,383 22,110 44,500 22,403 5,92(
TABLE V: Average Subnet Statistics for 8 Data Sets
Initial I. Pruner Rate Lim. Triangle Bipartite Star Final *s
7,207,885| 6,137,750 51,279 2,858 143,880 619,204 252,915
TABLE VI: Unresponsive Router Resolution (Average of 8 dagds)
technique to resolve unresponsive routérs [49]. We enithnce A (B A (B)
GBI using our structural graph indexer (SGI)[50], whichgl
improve subsequent graph queries in the graph database, to © @ © @

reduce the search time of GBI. SGI indexes maximal graphs
that match the structure formulation within the originadygin
in a consecutive manner. SGI first identifies star structures
then complete-bipartite, triangle and finally clique stowes
from the preceding ones. In our experiments, we realized tha
the number of cliques with more than three nodes is minimt} Increasing Graph Density
and hence we removed clique indexing from Cheleby. After Realizing that many subnets had low completeness, we
indexing structures with SGI, Cheleby resolves correspand decided to increase the coverage as indicated_in [16]. For
unresponsive routers using GBI obeying the trace preservatthis, we determined non-observed IP addresses of subnets
condition. that had at least 10% completeness. For the last data-set
Table[V1 presents averages of unresponsive router resolutthere were 651.8K IP addresses missing from the identified
steps. As indicated in Sectidn_M-A, initial pruning resalvecandidate subnets. Moroever, we looked at /30 and /31 mate of
considerable number of unknown nodes. Then using SGI, whserved IP addresses and they produced 535.2K and 93.1K IP
perform GBI on remaining ones to reduce the number of finatldresses, respectively. Next, to ensure the existendeesé t
unresponsive routers to 250K. This yields topologies whele addresses, we performed a reverse DNS lookup and probed
17.24% of the routers are unresponsive, which agrees witlem with a ping. If either of these tests were positive, we
our earlier observations [45]. added them to the destination IP lists.

a) genuine topology b) observed topology

Fig. 11: Effect of subnet resolution



Subnet Size 124 125 126 127 128 129 /130 /31
Count 4 36 184 1,294 8,836 93,110 20,543 37,468

Completenesg 26.3% 30.0% 28.3% 27.7% 28.0% 39.3% 100% 100%
All IPs 268 1,359 3,228 10,767 34,587 219,745 41,086 74,986

TABLE VII: Improved Subnet Statistics

Resolver Alias Sets  Aliased IPS

APARvV2 38,012 128,495 V1. CONCLUSION

Ally (path traces) 32,860 65,720 Due to the tremendous growth in Internet's importance,
Ally (common neighbor)| 32,595 65,190 many groups, organizations, and governments have become
ﬁ:g Eigﬁ}nbﬁge d) gggg? 151062,307524 interested in understanding various characteristicsefriter-
Mercator 305 610 net for commercial, social, and technical reasons. Netwerk
Combined 82,062 216,628 search community depends on such Internet mapping systems

to understand characteristics of the Internet and devedop n
protocols and services. Government agencies are intdreste
in Internet measurements to protect and improve the ndtiona

After these changes, we obtain a better resolution andeyper infrastructure. Moreover, new network paradigmshsuc

more complete topology. As seen in taBlEIVII, the numbé&S overlay networks require knowledge of the underlying
of observed subnets and their completeness significantly f}tWOrk topology.

TABLE VIII: Alias Resolution Statistics

creased. In final topology, the number of IP addresses otgery N this  paper, we presented Cheleby Internet
in a subnet is about 400K, which is four times of the initigfoPology ~ mapping  system  that provides sample
99K. network topologies at the subnet level (available at

Moreover, improvements in the subnet coverage and inclit t P/ / chel eby. cse. unr. edu).  Cheleby is an
sion of IP-mates considerably improved alias IPs identifiépSemPbly of topology collection and construction techegju
with APARV2 as seen in Tab[eVlII. The number of alias set<€-» t@rget list generation, probing redundancy reductio
increased from 23K to 38K and the number of IP address\égbiased accurate data collection, subnet inferences alia
in an alias set increased from 75K to 128K. Additionally/€Solution, and unresponsive router resolution, into glein
we implemented probing based mercator and ally approaci?¥Stem- Note that, the validity of all of these approaches ar
to complement APARV2. For mercator, we sent a probe scussed in the rgspecnve papers in greater detail. Mereo
all observed IP addresses and recorded the response. If {ife 1ack of public knowledge about large-scale Internet

response was from an IP address different from queried off@P0l0gies necessitates the Internet topology measutemen

then we marked them as aliases. This approach produced $H&ies- , , . _
least number of aliases, i.e. only 610 IP addresses wereglac Cheleby system improves earlier systems by incorporating
in an alias set. topology construction steps in produced topology data.eMor

Moreover, we utilized ally on candidate alias IP addre§s§)e‘:'fl'l(3a|Iy'dnl‘;'thztrj of eX|st|n% sr)]/ste(rjr?s prgwde subnekso q
pairs. For this, we identified candidates using three methodP” r(]:of_ectle Ia \ res_;(]as and they discar erl]nonymou;no bes
First, we identified path traces that had multiple IP addresd" the fina LOPO ogges. eie ﬁrocessgs may have conslaera
at a given hop distance. Then, we marked 70K IP address pﬁﬁ?a on observed network characteristics.
at the same hop as candidate aliases to be probed with ally.
Next, in the final graph, we identified IP addresses that had th
same common neighbors i.e.. IP addresses whose neighl{)Br R. Pastor-Satorras and A. VespignaBwvolution and Structure of the
. . h’ ' de. Similarl k Internet Cambridge University Press, 2004.
|ntersgct|on was more than one no e'_ Imifar y_' we mar e&] M. Crovella and B. Krishnamurthyinternet Measurement: Infrastruc-
2M pairs of these IP addresses as candidates. Finally, vtk use ture, Traffic and Applications Wiley, 2006.
subnets as pivot points to determine candidate aliasesdetr [3] H. ﬁdda?'r ,M-_R'?v G. 'a””afjcci,”& A. ('jV'OOfe‘ at,”go ';Qn- Mm{”mt,et'
Subnet (e.g., Consider Subnet in F|gm 11'3), we markeld eac WOrK topologies: interence, modeling, ana generatl munications

_ Surveys Tutorials, IEEEvol. 10, no. 2, pp. 48 —69, second 2008.
subnet IP address (e.g., A, B, C and D) with other the IR4] L. Cheng, N. Hutchinson, and M. Ito, “Realnet: A topologenerator
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