
Derivation of the Backpropagation Algorithm for Feedforward Neural Networks

     The method of steepest descent from differential calculus is used for the derivation. To solve

respectively for the weights {umj} and {wnm}, we use the standard formulation

umj  7 umj - 01[ME/Mumj],   wnm 7 wnm - 02[ME/Mwnm]

where the factors 0k, k = 1,2, are the step sizes, or learning rates.

Upon using the equations below the diagram above, we derive the two partial derivatives. To keep

the values small for less error build-up, we divide E by the factor QJ.
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     The only part that needs more explanation is that Mym
(q)/Mrm = ym

(q)(1-ym
(q)). We show that now.
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