Derivation of the Backpropagation Algorithm for Feedforward Neural Networks
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The method of steepest descent from differential calculus is used for the derivation. To solve
respectively for the weights {u,,;/ and {w,,/, we use the standard formulation
Uy = Uy, - ;[ OB/, ], W = Wy = Tl OE/W,,. ]
where the factors 1, k = 1,2, are the step sizes, or learning rates.

Upon using the equations below the diagram above, we derive the two partial derivatives. To keep

the values small for less error build-up, we divide E by the factor QJ.

O/ Gy = (2/00) iy1,0/(5" - 1) 1] = 210 Kyt 0z - 1) 1] (1)
B/ W,y = (210D L1y o) - )Y 1, 1 [, V1, ][y /0]
= 2000 )11, - ) [, [,/ ] [x,]
= 2000 ) 111,05 - ) [, ] [90 (19, 9] [x,] )
The only part that needs more explanation is that &y, ”/dr,, = y,,“(1-y,,“). We show that now.
Y/, = b, {1 + exp[-r,, + b]} " = (-1){1 + exp[-r,, + b]} exp[-r,, + b] (-])
= [y, 2]?{1 + exp[-r, + b] - 1}  (upon adding 1 and then subtrating 1)
= T {15, 7) - D) = T 090} = 3,21 - 3,7) (3)



