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Abstract—Load forecasting has always been the essential part of
an efficient power system planning and operation. Several electric
power companies are now forecasting load power based on con-
ventional methods. However, since the relationship between load
power and factors influencing load power is nonlinear, it is difficult
to identify its nonlinearity by using conventional methods. Most
of papers deal with 24-hour-ahead load forecasting or next day
peak load forecasting. These methods forecast the demand power
by using forecasted temperature as forecast information. But, when
the temperature curves changes rapidly on the forecast day, load
power changes greatly and forecast error would going to increase.
In conventional methods neural networks uses all similar day’s
data to learn the trend of similarity. However, learning of all similar
day’s data is very complex, and it does not suit learning of neural
network. Therefore, it is necessary to reduce the neural network
structure and learning time. To overcome these problems, we pro-
pose a one-hour-ahead load forecasting method using the correc-
tion of similar day data. In the proposed prediction method, the
forecasted load power is obtained by adding a correction to the se-
lected similar day data.

Index Terms—Load forecasting, recurrent neural network,
on-line learning.

I. INTRODUCTION

L OAD forecasting has always been the essential part of an
efficient power system planning and operation. Several

electric power companies have adopted the conventional
methods for forecasting the future load [1]. In conventional
methods, the models are designed based on the relationship
between load power and factors influencing load power. The
conventional method has the advantage that we can forecast
load power with a simple prediction model. However, since the
relationship between load power and factors influencing load
power is nonlinear, it is difficult to identify its nonlinearity by
using conventional methods.

Recently, several methods based on similarity have been re-
ported for load forecasting [2]–[5]. These methods are based on
similarity forecast future power load curve by using information
of the day being similar to weather condition of forecast day.
These methods have the advantage of dealing with not only the
nonlinear part of load power, but also with weekend and special
days, etc. In prediction methods based on similarity, the load
power on several selected similar days are averaged to improve
the accuracy of load forecasting. However, if there is a consid-
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erable error between the load power on a forecast day and that
on similar days, we are not able to expect the good prediction
accuracy for averaging the load power on similar days.

Several approaches have been studied using neural networks
for load forecasting [6]–[8]. Neural network are suitable for load
forecasting because of their approximation ability for nonlinear
mapping and generalization. Most of these neural network based
methods, reported so far uses weather information, load power
of the day before forecast day and day type for input variables.
Therefore, it is difficult to forecast future load in weekend and
special day, since neural network reported so far must deal with
a lot of information.

Most of the papers deal with 24-hour-ahead load forecasting
or next day peak load forecasting. These methods forecast the
demand power by using a forecasted temperature as forecast
information. But in case of rapid changes in temperature on
the forecast day, load power changes greatly and forecast error
would going to increase. Therefore, in this case, one-hour-ahead
load forecasting which uses the temperature of a forecast day as
forecast information is effective.

Neural networks which are used in conventional methods
uses all similar day’s data to learn the trend of similarity.
However, learning of all similar day’s data is a complex task,
and it does not suit learning of neural network. Therefore, it is
necessary to reduce the neural network structure and learning
time.

To overcome the problems mentioned above we propose a
one-hour-ahead load forecasting method using the correction
of similar day data in this paper. In the proposed prediction
method, the forecasted load power is obtained by adding a
correction to the selected similar day data. The correction is
yielded from the neural network. Since the neural network
yields the correction which is a simple data, it is not necessary
for the neural network to learn all similar day’s data. Therefore,
the neural network can forecast load power by simple learning.
If the forecast day is changed, the neural network is retrained
and it can obtain the relationship between load and temperature
around the forecast day. Therefore, it is possible to deal with
seasonal change by using the proposed neural network. The
suitability of the proposed approach is illustrated through an
application to the actual load data of Okinawa Electric Power
Company in Japan.

II. SELECTION OFSIMILAR DAYS

In this paper, Euclidean norm with weighted factors is used
to evaluate the similarity between a forecast day and a searched
previous day. It is useful to utilize evaluation, determined by
the Euclidean norm which makes us understand the similarity
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Fig. 1. Input used to produce this paper.

by using an expression based on the concept of norm. We select
similar days corresponding to a forecast day based on Euclidean
norm. Therefore, the more Euclidean norm decreases, the better
evaluation of similar day becomes. We have studied the correla-
tion coefficient between weather data and load power before the
application of Euclidean norm. In general, the following equa-
tion is utilized as Euclidean norm with weighted factors:

(1)

(2)

where is the load curve on a forecast day, is the load
curve on a similar day, is the deviation of load between
load power on the forecast day and load power on a similar day.

– is the weighted factor. The weighted factor
is determined by the least square method based on regression
model, that is constructed using the past temperature and load
data. Therefore, a selection of similar days that consider a trend
of load and temperature is performed.

As an index for selecting of similar days, Euclidean norm
with weighted factors is used in this paper. In conventional pa-
pers, as variables of Euclidean norm with weighted factors, the
maximum and minimum temperature of forecast day is used.
However, since maximum and minimum temperature are fore-
casted temperatures, in case of rapid changes in temperature on
the forecast day, load power changes greatly and forecast error
would going to increase. Therefore, in this paper, we substitute
load power for the maximum and minimum temperature as vari-
ables. Consequently, it is possible for the proposed prediction
method to select similar days unrelated to temperature changes.

The limits of selection of the similar days corresponding to a
forecast day are shown in Fig. 1. It is enough to cover the limits
in Fig. 1 for selecting the similar days. Since the variety of load
power shows similarity on same season of each year.

III. N EURAL NETWORK

A. Structure of Neural Network

The neural network employed in conventional methods uses
all similar day’s data to learn the trend of similarity. However,
learning all similar day’s data is a complex task. To reduce the
neural network structure and learning time, we propose a neural
network model which is shown in Fig. 2.

Generally, neural networks with three layers have approxi-
mation ability for a nonlinear function because of increasing
the number of the hidden units. Therefore, the model shown in
Fig. 2 is composed of three layers, and each layer has a feedfor-
ward connection. In this model, the number of input units is 9,
hidden units of 20, and one output unit.

Fig. 2. Neural network model.

(a)

(b)

Fig. 3. Mean absolute percentage error corresponding to month.

TABLE I
MEAN ABSOLUTE PERCENTAGEERROR IN 1997

In the proposed prediction method, the forecasted load power
is obtained by adding a correction to the selected similar day
data. Where, the correction is obtained from the neural network.
The neural network uses the deviation data of load power and
the deviation data of temperature as learning data. Therefore, it
is possible to reduce the neural network structure and learning
time. Also, this method forecast load curve using the neural net-
work, which adopt on-line learning. Then, feedback data and
forecast error are used as learning data for the on-line learning.
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The variables of the proposed neural network are the fore-
casted load , similar day’s data that are averaged with using
selected five similar days, actual load , deviation in tem-
perature between the forecast day and on a similar day ,
correction for forecasting load , deviation of power be-
tween the forecast day and on a similar day –

(3)

(4)

where, is the temperature on a forecast day and is the
temperature on similar days.

B. Learning and Forecasting Procedures

For learning the neural network, we adopt the back propaga-
tion algorithm. The neural network is trained by using the data
of past 30 days from the day before a forecast day, and past
60 days before and after the forecast day in the previous year.
If the forecast day is changed, the neural network is retrained
and it can obtain the relationship between load and temperature
around forecast day. Therefore, it is possible to deal with sea-
sonal change by using the proposed neural network. Learning
and forecasting procedures for the proposed neural network are
as follows.

Step 1) Determine the learning range of the neural net-
work: The neural network is trained by using the
data of past 30 days from the day before forecast
day and past 60 days before and after forecast day
in previous year.

Step 2) Determine the limits of selection of similar days
for one learning day:The limits of selection of
similar days for one learning day is the past 30 days
from the day before a learning day and past 30 days
before and after a learning day in previous year.

Step 3) Select similar days for the first learning day:For
the first learning day, similar days are selected
from the limits of selection of similar days. (We
select 10 similar days in this paper.)

Step 4) Back propagation learning for N similar days:
Neural network is trained by using similar days
for the one learning day.

Step 5) Back propagation learning for all the days of
learning range:Neural network is trained for all
the days of learning range in the same method as
in Step 3and4.

Step 6) 200 iteration of BP learning within the specific
range: BP learning within the specific range con-
sists of a BP learning set. Neural network is trained
by repeating the BP learning set 200 times.

Step 7) Select similar days for forecast day:Before fore-
casting load curve, we select similar days corre-
sponding to the forecast day (we select five similar
days in this paper).

Step 8) Input variables of neural network:Input variables
of the neural network are as follows. is the
deviation temperature between on the forecast day
and on a similar day, is the deviation load

Fig. 4. Forecasting result (7/1–7/7 1997).

power between on the forecast day and on a similar
day, is the correction for forecasting load.

Step 9) Forecasting correction:Input variables which are
described inStep 8are used in the trained neural
network. Also, we can obtain a correction.

Step 10) Forecasting load curve:We can obtain the fore-
casted load curve by adding a correction to the se-
lected similar day data.

IV. SIMULATION RESULTS

To verify the predictive ability of the proposed method, we
perform simulations for Case 1 to Case 4. The data used in the
simulations in the actual load power data of Okinawa Electric
Power Company and temperature data from 1995 to 1997. We
forecast the load power in 1997. Case 1 to Case 4 are indicated
as follows.

Case 1) Forecast load curve using a simple regression model.
To construct that model, past temperature and load
data is used.

Case 2) Forecast load curve using only similar day data.
Then, the neural network is not used.

Case 3) Forecast load curve using the neural network which
adopts off-line learning. Then, only similar day data
is used as learning data for off-line learning.
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Fig. 5. Forecasting result (4/5–4/11 1997).

Case 4) Forecast load curve using the neural network which
adopt on-line learning. Then, feedback data and
forecast error are used as learning data for on-line
learning.

The neural network is trained by using the data of past 30
days from the day before forecast day, and past 60 days before
and after forecast day in previous year.

The mean absolute percentage error (MAPE) with the pro-
posed technique is shown in Fig. 3. Fig. 3(a) shows forecasted
results for Cases 1 to 4. However, so it is difficult to know the
changes in Case 1, Case 2, and Case 3 from Fig. 3(a), we draw
a new figure, Fig. 3(b). Fig. 3(b) shows forecasted results for
Case 2 to Case 4 conditions. The MAPE is defined as follows:

(%) (5)

where is the actual load, is the forecasted load, and is
the number of data.

The mean absolute percentage error for Case 1 to Case 4 in
the year 1997 are shown in Table I. We can see from Fig. 3 and
Table I that the prediction ability for Case 4 is better than any
one (Case 1, Case 2, and Case 3). Particularly, we can notice
the prediction ability Case 4, which is better than that for other
cases on March, May, and October, in which weather changes
are seasonal.

Fig. 6. Forecasting result (9/26–10/2 1997).

Generally, there are few data on actual load and tempera-
ture data in weekend and national holidays, which are used for
training of the neural network. Therefore, since a neural network
cannot deal with many data for weekend and national holidays
forecast error would going to increase. However, in the proposed
prediction method, the neural network is trained for selected
10 similar day’s data for each learning day of learning range.
Therefore, we can get necessary data for learning on weekend
and national holidays with improved forecasting accuracy.

We can observe from Fig. 4, that a change of load and tem-
perature is regular in this term. We can notice that, the neural
network which uses load and temperature as input variables can
easily be trained to the load trend and output a proper correc-
tion. We can see from Fig. 4 that the forecast error is 0.9%.

Figs. 5 and 6 show the load forecasting for are week term
when the load on term that load and temperature changes are
irregular. The training of neural network, which uses temper-
ature as input variable become complex and there is a possi-
bility that the neural network cannot output a proper correction.
However, since the proposed prediction method adopt on-line
learning algorithm, the neural network can learn the relationship
between rapid temperature changes and forecast error. There-
fore, the neural network which is used in the proposed predic-
tion method can output a proper correction.
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Fig. 7. Forecasting result (5/1–5/7 1997).

The results of forecasted load on consecutive holidays and
special days are shown in Figs. 7 and 8. In the first week of May,
seasonal change is large and weather is changeable. Also, since
this term includes consecutive holidays, it is difficult to fore-
cast load on this term. Especially, since the load reduces large
in from 3 to 5 in May, there were few data corresponding to fore-
cast day within the limit of selection of similar days. However,
we can see from Fig. 7 that forecast error is small. So 3 and 4 in
1997, May is Saturday and Sunday, respectively, we can notice
that the influence of consecutive holidays for forecasting accu-
racy is small. We can observe from Fig. 8, that the forecast error
is increased, indicating the influence of typhoon. Then forecast
error are around 14% in maximum and 1.63% on average. How-
ever, we can see from Fig. 8 that the proposed prediction method
can forecast exactly maximum and minimum load. We can also
see that since, the neural network use load power as input vari-
ables, it is possible to output a proper correction corresponding
to rapid load changes. It is also possible to obtain lots of learning
data in consecutive holidays and special day.

V. CONCLUSION

In the proposed prediction method, the forecasted load power
is obtained by adding a correction to the selected similar day

Fig. 8. Forecasting result (8/14–8/20 1997).

data. Since, the neural network output a correction which is
small data, it is not necessary for the neural network to learn
all the similar day’s data. Therefore, it is possible to reduce the
neural network structure and learning time. If the forecast day
is changed, the neural network is retrained and it can obtain the
relationship between load and temperature around forecast day.
Therefore, it would be able to output the correction, that corre-
sponding to the rapid temperature changes.

To verify the effectiveness of the proposed prediction method,
we adopt the term in which temperature change is irregular and
special days as the forecasting term. The proposed approach in
this paper can be applied to each forecasting term. The suit-
ability of the proposed approach is illustrated through an ap-
plication to the actual load data of the Okinawa Electric Power
Company in Japan.
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