Interactive and multimedia applications depend on the stability of end-to-end paths for predictable performance and good quality of service. On the other hand, network providers depend on multiple paths to ensure fault tolerance and use load balancing between these paths to enhance the overall network throughput. In this study, we analyze path dynamics for both end-to-end paths and path segments within service providers’ networks using two months of measurement data from the RIPE Atlas platform, which collects path traces between a fixed set of source and destination pairs every 15 minutes. We observe that 78% of the end-to-end routes have at least two alternative Autonomous System (AS) paths with some end-to-end routes going through hundreds of different AS paths during the two months of analysis. While AS level paths are often prevalent for a day, there are considerable changes in the routing of the trace packets over the ASes for a longer duration of a month or longer. Analyzing end-to-end paths for routing anomalies, we observe that 4.4% of the path traces (involving 18% of the ASes) contain routing loops indicating mis-configuration of routers. Some of the ASes had over 100 routers involved in loops in path traces through their networks. We observe a much higher rate of anomalies in the AS level, with 45% of path traces containing an AS loop. Additionally, we discovered that few of the ASes bounce-back packets where some traces through their network traverse routers in both forward and backward directions. Determining path segments belonging to each AS, we further explore ingress to egress paths of ASes in addition to the source to destination paths within the AS. Analyzing trace segments between ingresses and egresses of an AS, we realized more than half of the ASes have the same router level path between any ingress-egress pair for the two months, but others implement load balancing. These results are different from earlier studies that indicated a high level of path dynamism. Our results indicate that the end-to-end path dynamism is due to the BGP level rather than the router level within ASes.
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1 INTRODUCTION

The volume of network traffic has been increasing as Internet use encompasses our daily lives. At the same time, users expect a better quality of service from their network providers. To address increasing demand and service expectations, network operators look to better utilize the underlying topology and deploy traffic engineering mechanisms to maximize throughput and minimize latency [1–3]. In particular, load balancing network flows between multiple paths is a common practice [4–7]. Such multiple paths also allow network operators to enhance reliability by switching to a different path in case of failures and congestion [8, 9]. However, many applications such as network games and multimedia rely on predictable end-to-end communication performance [10, 11], which could be affected by altering paths in the network.

Understanding path dynamics is crucial to understand network characteristics and improve communication performance. Researchers have studied the end-to-end route prevalence and diversity [12–14], investigated the effect of routing policies over network topologies [15, 16], analyzed the effect of routing failures on path persistence [17–19], and compared the IPv6 path prevalence with the IPv4 paths [20]. While earlier studies stated that end-to-end paths are mostly stable for a couple of hours or even days [13], others indicated that the end-to-end route persistence is generally unpredictable and highly correlated to the routing dynamics [21–23].

In an earlier work, we analyzed the Internet topology data provided by public active measurement platforms [24]. When we analyzed the BGP data sets from different platforms, we observed that there are some differences between the data sets where some IP address prefixes are announced by different ASes. However, when we analyzed our measurement data set in this study, only a few of the IP addresses mapped to different ASes. We believe as the measurement data is focused on the Internet backbone, we do not observe transient network domains that are often at the network periphery. We observed different data sources provide unique topological perspectives. For instance, the edges discovered by different platforms are often unique. We also found routing anomalies, as well as highly dynamic path traces which led us to this particular study.

In this paper, we extend [25] and perform an in-depth analysis of Internet path dynamics for both end-to-end paths and path segments within each Autonomous System (AS). Additionally, we analyze path anomalies such as trailing repetitions, bounce-back of path traces, and loops at AS and router levels. In our analysis, we utilize two months of path traces collected between RIPE Atlas nodes and RIPE anchors [26]. We choose the RIPE Atlas platform over other measurement platforms as it consistently provides traces every 15 minutes between 16,577 nodes and 183 anchors, at the time of data collection. In the collected data, we have over 433 million path traces that span 3,380 ASes. Obtained path traces along with the resolution results are provided at https://im.cse.unr.edu/data.

While earlier studies explored end-to-end paths across the Internet, we focus on paths within each individual AS to measure the path dynamics of each network separately. Additionally, earlier studies ignored IP aliases [27, 28] and hence could incorrectly classify path traces that revealed different IPs of the same router as different paths. Each IP address captured in path traces represents an interface of a router on a path. As routers have multiple interfaces and path traces contain different IP addresses of a router, IP alias resolution is crucial to determine the router level connectivity [29].

Our primary contribution in this work is to perform a large-scale end-to-end path dynamics analysis. Key findings of our analysis are listed below:

(1) While paths are stable at AS level for a short duration of an hour or a day, there is considerable change over the longer duration as end-to-end paths traverse through different ASes (see Sections 3 and 5).
(2) Some end-to-end paths are highly unstable as they frequently fluctuate across different ASes. We observe that most of the path traces traverse 5 to 7 ASes while the median AS path length is 6 hops (see Section 3.2).

(3) We observe that there is a very high number of AS level loops as only 55% of path traces do not revisit the same AS after arriving at another AS. We identified 1,225 unique AS pairs causing these loops (see Section 4.2).

(4) We observe that only 4.4% of router-level path traces have a loop in it. Also, 89% of ASes did not have any path segment with a routing loop (see Section 4.3).

(5) We report a new type of anomaly, called bounce-back, where a trace backtracks over the same set of subnetwork IPs it has traversed (see Section 4.4).

(6) Overall, we observe AS level loops (caused by BGP misconfigurations) more than 10 times as the router level loops (caused by routing inconsistencies) (see Section 4).

(7) When analyzing the shortest paths between ingress to egress paths within ASes, we observe that non-shortest paths are much more prevalent (see Section 5.1).

(8) Persistence of the intra-AS paths ranges considerably where some are persistent for the whole duration of our measurement period, while others are persistent for less than a minute (see Section 5.2).

(9) While load balancers alternate traffic packets between multiple paths, intra-AS networks have more prevalent and persistent paths than end-to-end paths (see Section 5.3).

In the rest of the paper, we first provide an overview of the Internet measurement issues, a summary of our data sources and the data processing we performed to obtain AS and router level graphs in Section 2. Then, we analyze the trace dataset characteristics in Section 3, explore path trace anomalies in Section 4, and investigate path stability within individual ASes in Section 5. We compare our findings with the prior work in Section 6. Finally, we conclude with Section 7.

2 METHODOLOGY

In this section, we present the methodology of the experimental analysis and discuss issues involving accurate path measurements. Figure 1 presents the overall flow of analysis performed in this paper.
2.1 Internet Topology Measurements

In this section, we provide a brief background on Internet topology measurements. Internet is a connection of Autonomous Systems (AS), independently operated network domains. Each AS has a network of routers to carry traffic and peers with other ASes. ASes exchange information about their networks using the Border Gateway Protocol (BGP) and use internal policies to determine which ASes to transfer data for a particular destination.

Internet topology measurement approaches utilize tools such as ping to directly probe a destination and traceroute to obtain information about routers on the path toward a destination. Ping relies on the ICMP Echo request mechanism to obtain an ICMP Echo reply message. When traceroute is initiated towards a destination, the source host sends a probe packet (often using the ICMP Echo request but could also probe a random UDP or TCP port) with the time-to-live (TTL) value starting from 1. The TTL value is incremented until the destination is reached, which elicits an ICMP Echo reply, or a certain TTL threshold is reached. These incremental probes cause routers on the path toward the destination to send back an ICMP TTL exceeded message, from which an IP address of the router is obtained.

While there are various middleboxes that could impact the Internet traffic, they are typically deployed at the network edge [30]. Some middleboxes could (i) drop a packet, which would be reflected as an unresponsive router (see Section 2.7), (ii) re-route a packet, which would be observed as load balancing (see Section 2.4), or (iii) rewrite the packet, which could happen within an IPv6 or MPLS tunnel. As we perform measurements at IPv4 networks, any IPv6 only network would be observed as a single link between the ingress and egress of the IPv6 network.

Multiprotocol Label Switching (MPLS) utilizes labels rather than IP addresses in forwarding data packets. Labeling allows to create end-to-end tunnels across a network and may not directly be observed via traceroute probes. When traced, MPLS tunnels might reveal the sequence of links with explicit tunnels using the TTL-propagate and the RFC4950 mechanisms and implicit tunnels using the ttl-propagate mechanism, or appear as a single link with opaque tunnels using the RFC4950 mechanism and invisible tunnels using neither options. While the presence of opaque tunnels could be detected in the traceroute, invisible tunnels are not revealed. Sommers et al. [31] investigate the effect of explicit MPLS deployments on the Internet routes using a couple of years of trace data from Ark [32]. Relying on the direct observation of MPLS label information in the ICMP extensions, they show that the total number of tunnels observed varies widely over the time with the largest deployments being in tier-1 providers. Donnet et al. [33] further present the analysis of implicit and opaque tunnels and show that over 30% of the end-to-end paths traverse an MPLS tunnel. They show that a significant fraction of MPLS tunnels are not explicit, but most of these tunnels are traceroute friendly and hence could be discovered.

2.2 Data Source

As the Internet lacks an integrated measurement mechanism, researchers have developed ad-hoc methods to uncover its underlying connectivity. Several research groups have developed public platforms that share data with network practitioners and researchers. Using different deployment approaches, measurement campaigns conducted by these platforms provide different perspectives into the Internet topology. While some platforms provide router level IP measurements (e.g., USC/ISI Ant census [34], CAIDA Archipelago (Ark) [32], Measurement Lab (MLab) [35], RIPE NCC Atlas [26], and UNR IM [36]), others provide Autonomous System (AS) level Border Gateway Protocol (BGP) measurements (e.g., CAIDA BGPSstream [37], CIDR [38], Internet Research Lab (IRL) [39], and Team Cymru [40]). Path traces provide connectivity of routers by identifying a
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sequence of IP addresses on the path from a source system toward a given destination. Additionally, BGP announcements provide AS level mapping of these IP addresses.

In this study, we utilize path traces collected by the RIPE Atlas measurement platform [26]. The RIPE Atlas measurement platform consists of over 10,000 probes and 400 anchors capable of performing ping, traceroute, DNS, SSL, NTP and HTTP measurements. They are developed by the Network Coordination Centre (RIPE NCC), and deployed in 3,586 ASes (5.6% of all) by volunteers covering 93% of the countries across the globe. While Ark [32] and M-Lab [35] also provide continuous path traces across the Internet, their traces between a particular source-destination pair are not as frequent or periodic as the RIPE Atlas traces. Also, other platforms shuffle target set for each source in every run whereas RIPE periodically traces the same targets, i.e., Anchors, from all sources, i.e., Atlas Probes. We harvested trace dataset from RIPE Atlas for two months during May-June, 2017 and obtained 433,155,232 path traces which revealed IP level connectivity information of 3,380 ASes. Traces are obtained with the Paris traceroute [41] which addresses load balancing (see Section 2.4).

We also utilized CAIDA BGP Stream to map IP addresses to ASes. BGP Stream provides both historical and real-time BGP measurement data. It enables users to query a number of world-wide BGP routers to analyze BGP tables and prefix announcements. As of August 2017, BGP Stream provides querying capability to 22 Route Views, 24 Ripe NCC BGP, and 83 CAIDA openBMP routers.

2.3 Sampling Bias

One of the challenges in the Internet topology measurements is the sampling bias [42, 43]. Since there are a limited number of vantage points and a large number of destinations, the topological data collected may be biased and not accurately reflect the underlying topology [44]. For instance, Lakhina et al. [42] showed that as traceroutes sample network region around the vantage point more frequently than the network close to the destination, the degree distribution of routers near the vantage point could differ from the routers that are closer to the destination. This would yield a sampling bias with respect to the degree distribution characteristic. There can be multiple causes for biased samples such as (i) the insufficient number of vantage points [45–47], (ii) limited geolocation of vantage points [48], and (iii) insufficient number of destinations [49]. As this study focuses on the path characteristics, the main sampling issue would be an imbalance between the number of sources and destinations and their geographic distribution. As shown in Figure 2-3 in Section 5, the significant majority of the traces are between the 183 RIPE Anchors, which are known to be geographically diverse [26].

2.4 Load Balancing

While TCP performance degrades with unordered packet arrivals [50], traffic engineering over multiple paths enhances network robustness, resiliency, and efficiency [51]. Load balancing routers forward packets through different routes based on certain parameters [52, 53]. Augustin et. al. show that routers determine the paths based (i) destination, (ii) flow characteristics (i.e. based on the first 28 octets), or (iii) randomly [41]. As load balancing routers could transmit measurement probes over different paths, their presence on a path would yield incorrect links in the traceroute output. Paris traceroute fixes the flow identifiers between multiple probes of a traceroute to ensure that packets traverse the same path with per-flow load balancers and obtain a consistent snapshot of a path toward the given destination. However, it can not control the per-destination load balancing routers but detect their presence. Multipath detection algorithm (MDA) can identify all paths between a source and a destination pair using scholastic probing that generates a large number of probes and analyzes the likelihood of individual links based on the distribution of replies but involves considerable probing overhead [54]. A measurement campaign can also detect the presence of
per-destination load balancing. Note that, however, per-destination load balancers would not yield incorrect path traces as traceroute packets would be traversing the same path even if they differ for different destinations.

2.5 IP Alias Resolution

Routers have multiple interfaces, where each interface has a unique IP address. In a given set of path traces, a router may appear with different IP addresses [27]. In IP alias resolution, the goal is to identify nodes that appear to be separate in collected path traces and combine them into one single node (i.e., to detect IP addresses that belong to the same router). Without IP alias resolution, the resulting topology may be significantly different from the underlying topology [29].

After slicing path traces into AS regions, we performed IP alias resolution to obtain the router level graph of each AS. We utilized midar [28], which combines probing approaches of the source address based method [55] and the IP identification based resolution [56], as well as kapar [57] which utilizes the analytical alias resolution [27]. We then clustered alias IP addresses to obtain the underlying topology of each AS. Resolving IP aliases helped us correctly classify paths revealing different IP addresses of the same router, which would be marked as different nodes without IP alias resolution.

2.6 Subnetwork Inference

A subnetwork is a set of hosts that share the same physical connection medium and can communicate with each other at the link layer [58, 59]. Interfaces connected to the same subnetwork have a common IP prefix. Each IP address belongs to a subnetwork where all interfaces on the subnetwork have IP addresses with the same maximal x bit prefix, and interfaces on the other subnetworks have different x bit prefixes. Subnetwork inference looks for the distances of IP addresses per vantage point and determines IP address ranges that have the same distance to infer the link-level connectivity. A couple of studies have focused on the efficient inference of the subnetwork [44, 60, 61]. In this work, we only identified /30 or /31 subnetworks for bounce-back analysis as we lack an efficient analytic approach to process 433 million traces to detect larger prefixes. Also, as we utilized historical data, we could not probe the IP addresses to ensure subnetworks in path traces. Hence, there might be a higher number of bounce-backs than the reported ones in Section ?? due to larger subnetworks.

2.7 Unresponsive Router Resolution

Unresponsive routers are routers that are passive to measurement probes and are represented by a ‘*’ in a traceroute output [62]. Yao et. al. formulate the unresponsive router resolution as an optimization problem where the goal is to build the minimum size topology that does not reduce the distances between known nodes [63]. While unresponsive routers may distort the constructed network topology [64], our focus is on the individual path traces between a source and a destination pair. During edge classification, we ignored unresponsive routers, i.e., nodes that are represented as a ‘*’ in the trace output [64, 65]. They were removed from path segments if they were between two ASes. If they were between IP addresses of the AS, they were kept as a ‘*’ and treated as a match to any IP address in the corresponding trace segment.

2.8 IP to AS Mapping

We performed IP to AS mapping of traces to identify trace segments belonging to each AS using BGPstream data [37]. We sliced path segments into corresponding AS graphs and merged sister ASes. We obtained the sibling AS relationship from the CAIDA AS Organization data [66]. When we compared AS mapping of our IP data set with Team Cymru [40], only 18 IP addresses out of 60
thousand IP addresses mapped to a different AS. Path segments within an AS can be in the form of
(i) source-to-destination if both the source node and the destination of path trace are within the AS,
(ii) source-to-egress if only the source node is within the AS and the trace exits to another AS, (iii)
ingress-to-destination if only the destination is within the AS where the trace arrived from another
AS, and (iv) ingress-to-egress if the AS was an intermediate AS on the path between a source node
and a destination that were in different ASes.

3 END-TO-END PATH ANALYSIS

In this section, we first analyze the path trace data set collected for two months (May 1 - June 30,
2017) from the RIPE Atlas platform, and then provide an AS level analysis of the measured paths.

3.1 Trace Dataset Characteristics

We observed 0.3, 7.1, 49.5, 221.4, and 433 million traces for the first hour, the first day, the first
week, the first month, and two months, respectively. We discovered 113,027 source-destination
pairs in the whole data while there were 72,967 pairs in an hour. The reason for the increase in the
source-destination pairs is due to the Atlas Probes becoming online at different times. While few of
the Atlas Probes trace the same pair more frequently than every 15 minutes, some of the probes
are not connected to the Internet all the time and hence provide fewer observations. 97%, 89%, 76%,
54%, and 44% of the source-destination pairs are traced exactly every 15 minutes for an hour, a day,
a week, a month, and two months, respectively. Overall, we see that the source-destination pairs
are traced consistently over the two month period.

Furthermore, we analyzed the trace matrix between sources and destinations. Figure 2 presents
the number of destinations that are traced by each source in the data set. We observe that while 183
RIPE Anchor trace toward all other anchors, other Atlas Probes trace toward a few of the Anchors.
Similarly, Figure 3 presents the number of sources that trace toward each of the destinations.
We observe that almost all of the destinations are traced by a similar number of sources. These
results indicate that the data set is suitable for analysis of path characteristics as it has consistent
measurements between the sources and destinations for a long duration.

3.2 AS Path Characteristics

In this section, we analyzed the AS paths observed by each source-destination pair over time.
Figure 4 presents the probability distribution function (PDF) of the number of source-destination
pairs with a given number of alternative AS paths between them. The figure presents the probability
of a particular number of alternative paths for the first hour, the first day, the first week, the first
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month and two months. We observed similar distributions for the other time periods with the same duration. The majority of pairs have only one AS path between the source-destination pair in an hour and the same holds for a day’s data but with a smaller percentage. As the duration increases to a week, the majority of the source-destination pairs have two AS paths; and most pairs have 3 to 5 paths between them with a months’ data. We see that the majority of pairs have 4 to 8 alternative AS paths over the two months. Out of 113,027 source-destination pairs, there are only 3,333 pairs with a single AS path over the two months indicating only 3.9% of traces always traversed the same ASes between the RIPE Atlas probes and the Anchors.

These results indicate that while paths are stable at AS level for a short duration of an hour or a day, there is considerable change over longer durations as end-to-end paths traverse through different ASes. We observe a long-tailed distribution indicating that there are more than thousands of different AS paths for a small number of source-destination pairs when one or two months data is analyzed. While these could be due to a firewall or such a middlebox that generates random IP addresses in response to traceroute probes at the end of path trace, RIPE Anchors are supposed to be beyond such middleboxes. Additionally, traces with trailing repetitions (see Section 4.1) are filtered and would not contribute to this dynamism. Even during an hour, we observe two paths that crossed through 12 different AS paths. Hence, this indicates that some end-to-end paths are highly unstable as they fluctuate across different ASes.

Figure 5 displays the AS path length distributions of the end-to-end traces. The figure shows the PDF of the number of paths with a given AS path length. The figure indicates that the paths are consistent across different time frames in terms of the number of ASes they traverse to reach their destination. We observe that most of the traces pass through 5 to 7 ASes and the median AS path length is 6 hops. AS path length of 1 indicates both the source and the destination are within the same AS and is observed in 0.03% of the pairs. In the extreme, there are some paths that cross more than 15 ASes to reach their destinations even in an hour’s data and some that traverse over 25 ASes in a month’s data. Further analysis of such long AS paths indicated ping-pong between a pair of ASes as detailed in Section 4.2.

4 PATH TRACE ANOMALIES

While tracing toward a destination, probe packets may be dropped on the path, ignored by the routers, or responded with an IP address belonging to a neighboring router on the path instead of the actual router due to the misconfiguration of routers and middleboxes. In this section, we first identify IP addresses that have repetitive patterns at the end of a path trace and filter them. Then,
we analyze loops observed within a trace at both AS level and router level. Finally, we identify a new type of anomaly, named bounce-back where traces backtrack over the same set of subnetworks they have traversed.

4.1 Trailing Repetitions
Middleboxes such as firewalls and NAT devices can cause the repetition of IP addresses at the end of a trace. Some path traces have a mixed set of IP addresses repeating at the tail caused by a border router, a NAT box, a firewall or a honeypot that replies with a set of IP addresses. Note that Atlas Anchors are expected to be beyond any middlebox that alters traffic indicating that these traces have deviated from the path to its intended destination. In the data set, there were path traces with 100 hops without reaching its destination. We analyzed such long path traces for anomalies and identified possible combinations of repetitions. In addition to having "... - IP_1 - IP_1" as a regular repetition at the end, we observed multiple IPs repeat with varying patterns such as "... - IP_1 - IP_3 - IP_2 - IP_1" and "... - IP_2 - IP_1 - IP_2 - IP_1". In the majority of the cases, we observed one or multiple of the last three IP addresses as repeating within the trace. Hence, we analyzed the last 3 IPs of path traces to identify repetitions of any one of them within the trace and filter such anomalies if there were two repetitions of any combination of the same IP or different IPs.

We observed that 10,483,414 out of 433,155,232 traces (i.e., 2.4%) had a combination of at least two of the last three IP addresses repeating within the traces in the two months data. When we analyzed the ASes of the IP addresses involved in the trailing repetitions, we observed that 335 ASes had traces with different lengths of trailing repetitions. We filtered such traces from the first occurrence of the repeating IP address before any of the analysis. These random patterns are not informative of the underlying path but most likely a result of a middlebox or routing misconfiguration.

4.2 AS Level Loops
We analyzed AS level loops by converting all IP addresses to their AS number and identifying any loop where a trace traverses the same AS domain after leaving into another AS. We analyzed the length of the AS loops by considering the number of intermediate ASes that are traversed by the trace before re-entry to the same AS. For instance, if a path trace traverses "AS_A-AS_B-AS_C-AS_A", we considered this as a length 3 loop since AS_A is observed again after two other ASes. Figure 6 shows the distribution of the loop lengths. Considering two months data, we observe that 56% of traces have no AS level loop while 32% of path traces have a loop with only one other AS in between and 6.4% have a loop with two ASes in between. We also observe AS loops that have fifteen to twenty ASes in between indicating packets re-enter the same AS after being exchanged by many ASes. Overall, we obtain similar probabilities for observing a particular AS loop length at different time scales.

Figure 7 further explores the number of times the same AS is traversed after a path trace departs to other ASes. Similar to AS loop lengths, the probability distribution function shows the consistency of AS re-entries at different time scales. We observe that 44% of path traces have an AS that is re-visited only once and 6.5% have an AS re-visited twice in the two months data. While a higher number of re-entries are possible with a smaller probability, we observe some ASes are re-visited 7 to 11 times after the trace encounters other AS domains on its path.

Further analyzing path traces with such a high number of revisits, we observed a ping-pong behavior between two ASes in most of them. That is, path traces would leave an AS_A into AS_B and then return back to the AS_A and further into AS_B multiple times. Overall, 17,675,940 path traces (i.e., 4.1% of traces) had a ping-pong between two ASes and there were 1,225 unique AS pairs that would bounce packets between them. Among traces with such ping-pong between ASes, only 75,427 (i.e., 0.43% of ping-pongs) were able to reach their destination while the significant majority did not
reach their destination. This behavior might be due to the hot potato routing where ASes have advertised the destination network to each other.

Finally, Figure 8 presents the number of different ASes looping in the same path trace. We observe that 37% of path traces have only one AS looping back and 14% of traces have two ASes looping in the same trace. While the majority of traces with an AS loop have re-visits of only one AS, there are traces that revisited 5 to 7 different ASes on its path in a week’s data.

Overall, we observe about half of the traces contain an AS level loop where the same AS is revisited on the path toward its destination. As we had merged sister ASes based on [66], the existence of such revisits of an AS indicates BGP level errors. Moreover, in a non-negligible number of paths multiple such AS re-entries of the same or different ASes occur, indicating considerable misconfiguration of BGP routers. We believe this behavior is due to hot-potato routing where a network gets rid of a packet as soon as possible. The AS level loops could hinder the end-to-end traffic flows as they might be redundantly transmitting packets over additional AS networks.

4.3 Router Level Loops

After analyzing AS level loops, we investigated router level loops by identifying traces that cross the same router multiple times. Note that, we have performed IP alias resolution using both the probe based [28] and analytical [27] approaches and identify loops due to alias IPs in addition to the traditional IP repetitions. In considerable number of path traces (i.e., 12% of all traces), we observe that the same IP address is repeated twice as in ‘aa’, which might not be an actual routing loop but a proceeding or succeeding router responding with the TTL exceeded message instead of the actual router on the path. For instance, on some of the submarine backbone links, we observed the first router would not check for the TTL and the downstream router’s IP would be repeated in the path trace. Hence, we did not include such cases in the following analysis.

Analyzing segments of traces belonging to each AS, we observed that 367 out of 3,380 ASes contained a path with a routing loop while the others (i.e., 89% of ASes) did not have any path segment with a routing loop indicating that their routers were configured such that routing loops were not manifested. Figure 9 shows the ranks of ASes by the number of traces with loops and Figure 10 shows the ranks of ASes by the number of routers that are involved in loops. Note that each figure is independently ranked at each time frame. For instance, in Figure 9 we observe that in the first hour, the first day, the first week, the first month, and two months data there are 73, 94, 119, 140, and 147 ASes, respectively, that have only one router involved in routing loops. As we extend the analyzed time frame from 1 hour to two months, we see that the number of routers involved in
routing anomalies increase. For the two months data, we observe that while there are ASes with hundreds of routers that are involved in loops, the significant majority of ASes with routing loops have a couple of routers which are involved in the loop. In the majority of the ASes, a couple of routers are observed in the loop indicating that even a handful of misconfigured routers could lead to a considerable number of redundantly longer paths at the router level.

Figure 11 presents the PDF of a trace with a given loop length. Note that a loop length of 1 indicates a router’s IP address(es) is being observed after a different IP address in the trace. We observe that 95.6% of traces have no routing loop in them indicating only 4.4% of end-to-end path traces have a routing loop, after filtering trailing repetitions (as described in Section 4.1). We observe longer loop lengths with smaller probabilities. In 30% of the routing loops an IP address is visited after another IP address, and in 25% a router is visited after two other IP addresses.

Figure 12 further explores the number of times a router is observed in the same end-to-end path trace. We observe that 62% of routing loops happen with a router being repeated only once in two months data and 5.6% of loops have the same router being repeated a second time (i.e., the router’s IP address(es) are observed three times in the trace). We observe the same router appearing four times in the same path trace with a probability of less than $10^{-4}$. Note that trailing repetitions where a set of IP addresses were observed multiple times due to a middlebox are filtered (see Section 4.1) and occurrence of the same router multiple times indicates misconfiguration of routers or a temporal behavior.

Finally, Figure 13 presents the number of different routers being looped back in the same trace. We observe that in 91% of the traces that have loops, there is one router that repeats, 8.5% have two routers looping back, and 0.23% have three routers looping in the same trace. In the extreme,
we see 4 different routers being re-visited in the same path trace in a day’s data and 8 routers in a month’s data.

Overall, we observe that end-to-end path traces have similar loop length distributions, number of re-entries, and number of multiple loops at the router level and the AS level. However, while 4.4% of end-to-end path traces have a routing loop, 44% of traces have an AS level loop. This indicates end-to-end paths have much higher likelihood of AS level loops caused by BGP misconfigurations (i.e., more than 10 times) than router level loops caused by inconsistencies of routing tables.

4.4 Bounce-back

Analyzing path traces, we observed that some routers are being traversed in both forward and backward directions. For instance, Figure 14 presents a trace where the packets enter the routers from the eastbound interface (shown with the red arrow) and then return from the westbound interface (shown with the green arrow) of the same set of routers. Note that, the subnetworks of these routers’ IPs indicate a point-to-point link with a /30 or /31 subnet mask [58, 67]. Similarly, Figure 15 presents a trace that is bounced back twice, first by three routers and then by two routers.

We analyzed path traces for any point-to-point subnet where IP addresses differ by one. We also included alias IP addresses and unresponsive routers, if they were inside a bounce-back and not the outermost bounce. Figure 16 presents the length distribution of bounce-backs. For instance, bounce-back in Figure 14 has a length of four as four subnetworks are traversed in both directions. Note that, we excluded bounce-backs that involved one subnetwork as they could be due to ICMP replies from non-incoming interfaces. We observe that 574,237 of path traces (i.e., 0.13% of all) contain a bounce-back while the remaining significant majority of path traces do not contain a bounce-back. Further analysis of the trace segments with bounce-backs revealed that only 7 ASes were involved in these bounce-backs and in some instances, a couple of ASes were part of the bounce-back segment.

Finally, Figure 17 analyzes the number of multiple bounce-backs in a particular path trace. For instance, Figure 15 has two bounce-backs. We observe that only a very small fraction of path traces
contain multiple bounce-backs but in the extreme, there was a path trace with 7 bounce-backs of different lengths.

Overall, the reported bounce-backs are an underestimation of the actual bounce-backs in path traces as we only identified point-to-point subnetworks (i.e., a subnet mask of /30 or /31). Detection of the underlying multi-access subnetworks depends on the similarity of the distance of the subnetwork IP addresses to the vantage point [58, 67], but traces with bounce-backs would invalidate the subnetwork as the distances of subnetwork IP addresses differ by more than one hop. Hence, a new subnetwork detection approach is needed with traces that include bounce-backs. Moreover, to our knowledge, this is the first study to identify bounce-back behavior in trace data sets. While the number of ASes where the bounce-back behavior is detected is very small, their existence indicates a misconfiguration of routing tables that wastes network bandwidth as packets traverse the same routers twice without getting closer to the destination.

5 PATH DYNAMICS WITHIN AUTONOMOUS SYSTEMS

In this section, we analyze the stability of path traces within each Autonomous System (AS) considering path prevalence, i.e., the probability that a particular path is observed, and path persistence, i.e., the probability that a route remains unchanged for a particular duration [12]. In our analysis, we focused on the path frequencies, i.e., how often a particular path is observed between the ingress/source and egress/destination pair (called as ingress-egress for brevity), and the path distance with respect to the shortest observed path among two months of trace data. We detect ingress and egress of an AS as routers preceding and succeeding the AS in the path trace, respectively. If the source or destination is within the AS, they are considered as the start or end of the trace segment, respectively. We present details of sample ASes and then average analysis for all 3,380 ASes observed in the data set.

5.1 Path Prevalence Analysis

We first analyze the prevalence of a particular router level path between an ingress-egress pair. Figure 18 presents a 15-minute snapshot of path traces belonging to the highest transit degree AS, as ranked by the customer cone size [66]. Each point indicates the presence of a trace sample between the ingress-egress pair colored by the observation frequency on the left and by the path length on the right. The y-axis indicates a specific ingress-egress pair through which the path trace is collected, and the x-axis indicates the timestamp of the trace starting from May 1, 2017 midnight. Note that these ingress-egress pairs are ranked from the most prevalent (at the bottom) to the least considering the two months data and only present a 15-minute snapshot of the most observed 50 paths. Even though end-to-end paths are traced every 15 minutes by the RIPE Atlas, path segments of intermediate ASes are observed with a greater frequency as they are transit on the path towards
the destination. Hence, we obtain multiple snapshots of the ingress-egress pair of backbone ASes in the 15-minute interval.

In the path frequency graphs on the left, the most frequently observed paths between the ingress-egress pair are colored ‘black’, the second most frequent as ‘blue’, the third most frequent as ‘red’, and so on. In the path distance graph on the right, the shortest paths observed between ingress-egress pair are colored as ‘black’, the paths one hop longer than the shortest paths are colored as ‘blue’, the two hop longer paths as ‘red’, and so on. Note that the frequency is determined based on the two months data and the shortest path is the minimal hop path observed between the ingress-egress pair anytime between May 1 and June 30, 2017.

The first observation is that, comparing the observation frequency and path length based ranking of the paths, we observe that length based ranking seems to be alternating more while the frequency based ranking seems to be more stable. This indicates that these ASes are handling their traffic based on their preferred paths that are not necessarily the shortest paths. We observe that load balancers swap flows between multiple paths as indicated by different colors such as the pair # 1, 8, 13, 16, 22 and 46 in the path frequency graphs on the left. Even though frequency based figures are dominated by black dots indicating observance of the most frequent path, there are ingress-egress pairs with nine different paths over the 15-minute sample.

When considering the path length based graphs on the right, we observe that some of the paths have considerably different path lengths. There are paths dominated by non-black dots for some ingress-egress pairs indicating that packets often cross the AS through non-shortest paths while shorter paths are observed for the pair. In the presented 15 minute sample, we observe 18 pairs (out of 50) that were often the non-shortest path with some being eight hops longer than the shortest observed path.

Figure 19 presents the prevalence of paths ranked by the frequency on the left and path length on the right between the ingress-egress for two top-ranked backbone ASes as ranked by the customer cone size [66]. We observe that the ASes 174 and 3257 trace the same path for 67% and 97% of ingress-egress pairs, respectively. Other top-ranked ASes had distributions similar to the AS 174. Note that, the ranking in x-axis is based on the path observation ratio of the most frequent path for the ingress-egress pair on the left and the shortest length path on the right. If there are multiple paths for the same ingress-egress pair they appear at the same x-value with different markers indicating the usage ratio of that path. Note that paths that are almost equally observed at frequency graph overlap at 50% for red, 33% for orange, 25% for blue, 20% for purple, and 17% for yellow indicating that there are 2, 3, 4, 5, and 6, respectively, alternative paths chosen equally likely. Among the
backbone ASes, AS 3257 seem to have the majority of its paths taking one path and hence almost all paths seem to be at the same shortest path length. Additionally, in most of the cases with the presence of non-shortest paths between ingress-egress path pair, the shortest paths are used less often than the longer ones. This indicates *ASes often prefer to use longer paths, probably to reduce congestion at the core of their network.*

Paths can have a fewer number of path lengths compared to the path frequencies as some of the differing paths would have the same hop distance, and hence they are combined under the same path length in the plots. For instance, in AS 3257, we observe 10 different paths when ranked by *path frequency*, but there are 6 different path lengths in the *path length* plots. Also, we don’t observe a path that is 2 hops longer than the shortest path (i.e., s.p.+2). In the *frequency* based ranking of AS 174, we observe more than 2,200 ingress-egress pairs with only one path in between while there are about 1,100 pairs with 10 different paths between them. Towards the end of the distribution, we observe the most frequently utilized path is observed about in 10% of the traces between ingress-egress pair. In the *path length* based ranking, we observe that shortest path is often the least utilized path when there are alternative paths at different length as reflected with purple markers at the bottom of the distribution between 2,250th to 3,400th ingress-egress pair. In a couple of ingress-egress pairs, paths that are more than 5 hops longer than the shortest path are utilized in 70–80% of the path traces.

[Figure 20](#) presents the prevalence average of all paths of the top 6 ASes by *frequency* (i.e., the most frequent, the second most frequent, the third most frequent, and so on) on the left and by *length* (i.e., the shortest path, one hop longer than the shortest, two hop longer, and so on) on the right. We observe that on average, ASes 3356, 1299, 174, 2914, 3257, and 6762 utilize the most frequent path for any ingress-egress pair on 85%, 82%, 86%, 89%, 81%, and 89% of all paths, respectively. Similarly, these ASes utilize the shortest path on 88%, 81%, 85%, 89%, 99%, and 90% of all paths, respectively.
On average, for the top 6 backbone ASes, we observe the most frequent path in 85% of all traces, the second most frequent path in 8.2%, the third most frequent path in 2.8%, and the fourth most frequent path in 1.2% of all traces. Similarly, we observe the shortest path in 89%, one hop longer than the shortest path in 6.1%, two hops longer paths in 2.6%, and three hops longer paths in 1.6% of all traces.

We observe AS 174 has paths that are 12 to 19 hops longer than the shortest path while it has up to 12 alternative paths for an ingress-egress pair. A reason for observing much longer paths could be due to the occasional use of MPLS tunnels that are not reflected in some path traces (i.e., TTL propagation is disabled within the MPLS core) or actual variation between hop count of alternative paths utilized for traffic engineering.

Figure 21 presents the average prevalence of the top three most frequent paths of each ingress-egress pair along with the min and max observation of the frequent path for each AS. The small dots indicate the min and max utilization of the frequent path observed for any of the AS’ ingress-egress pairs. We observe that 1,317 ASes (i.e., 40% of analyzed ASes) use a single path between all of their ingress-egress pairs. There are very few ASes that utilize the most frequent path of less than half of the ingress-egress pairs. The usage ratio of the most frequent paths varies widely as shown with smaller dots for the min and max of any path in the AS. Additionally, there are 327 ASes (i.e., 9.4%) with exactly two alternative paths between any of its ingress-egress pairs. Note that some of the large ASes had a couple of hundreds of alternative paths between an ingress-egress pair (not shown). This could be due to multiple random load balancers that randomly send packets.
downstream. Traffic flows through such ingress-egress pairs would have a larger variation in the delay and jitter.

Similarly, Figure 22 shows the average prevalence of the three shortest paths of each ingress-egress pair along with the min and max observation ratio of such paths for each AS. We observe that 1,319 ASes (i.e., 43% of analyzed ASes) use the shortest path between all of their ingress-egress pairs. This indicates 2 ASes use the same length path even with different paths for all of their path pairs. Additionally, there are 624 ASes (i.e., 19%) with exactly the shortest path or one hop longer path between any of its ingress-egress pairs. We observe that for many ASes the shortest path or one hop longer paths are utilized less often than the two hops longer paths. Compared to the most frequent paths in Figure 21, we observe that only 155 AS (4.6% of all) with alternating paths have the same length paths and the vast majority of the frequent paths are longer than the shortest paths (which was also observed in the top-ranked ASes in Figure 19).

5.2 Path Persistence Analysis

In this section, we focused on the persistence of the paths, i.e., for how long a path was stably utilized over the course of two months. To this end, we first looked at the number of traces passing over each AS. Figure 23 shows the ASes ranked by the number of traces that pass through their domain. We marked the top 6 ASes analyzed in the previous section. Overall, the most traced AS was observed in 76% of all path traces. Also, 0.15% of the ASes have more than 100 million traces traversing their network domain, 9.4% of the ASes have more than a million traces, 85% of the traces have more than 10,000 traces, and 6.4% of the ASes had less than 1,000 traces through their network. Since we are focused on the duration of the paths in the course of two months, we filtered out the path pairs which do not have at least 3 traces for each hour. As a result, in this section, we analyzed 2,543 ASes out of the 3,380 ASes.

In order to find the duration of a particular path, we sorted paths by their timestamps similar to Figure 18. For each set of the consecutive path, we identified its duration from the first observation to the last one as shown in Figure 24. We ignored pairs that are separated by more than an hour to eliminate any bias that would be caused by infrequent tracing of a path. Note that as RIPE traces a destination from a source approximately every 15 minutes, we skip an ingress-egress pair only if none of the five or six observations are through this ingress-egress pair consecutively. If samples are separated by long durations, they could be incorrectly interpreted as long stability. The arrows indicate the time span for a particular path with multiple observations. For instance, we observe a path three times at $t_1$, $t_2$, and $t_3$. This path’s duration is calculated as $t_3 - t_1$. Since there is no continuous interval for paths observed at $t_4$ or $t_5$, they are not considered in the time duration calculation.
Hence, some of the ASes are not present in this analysis as neither of their ingress-egress pairs were traced over the same path consecutively within an hour (either because of router-level fluctuations or AS level fluctuations, which was observed with a higher frequency). Note that we may not observe path fluctuations that happen faster than the sampling period.

Figure 25 presents the persistence of the top three most frequent paths along with the 95% confidence interval (shown as smaller dots) for each AS, ranked by the average duration independently. The most observed paths stay the same for 87,840 minutes, i.e., the 61-day data collection period. Note that we have only 2,541 ASes in the plots as the remainder (i.e., 2 ASes) did not have any consecutive observations of the frequent paths within an hour period. We observe that the average duration of the most frequent paths ranges from 61 days for all paths of 865 ASes (i.e. 34% of the analyzed ones) to less than a minute for ASes at the tail. We even observe ASes with the 2nd and the 3rd most frequent paths being observed for a couple of seconds on average. This indicates the AS is fluctuating flows between alternative paths and hence we don’t observe the same path consecutively. While load balancing between multiple paths is beneficial for traffic engineering, end users would benefit from consistent paths for the same flow.

Overall, we observe that only 27% of analyzed ASes have a second alternative path, indicating the rest always used the same path even if they were not periodically observed between the ingress-egress pair (i.e., 39% of the ASes). Note that the difference is because we ignore time durations for which there is no sample for an hour. Also, 14% of ASes have a third alternative path observed between any of its ingress-egress pairs.

Similarly, Figure 26 shows the persistence of the three shortest paths for each ingress-egress pair along with the 95% confidence interval (shown as smaller dots) for each AS. Similar to the frequent paths, we observe high variation between duration of the shortest paths. In this case, we have 934 ASes (34% of analyzed) whose paths are always the shortest path even if they changed (i.e., 8 ASes had alternative paths of equal length). Note that, in these figures, we have 2,447 out of 2,543 ASes presented as remaining ASes did not have stable observations of the three shortest paths within an hour period. Compared to frequency based results of Figure 25, this indicates 94 ASes had three most frequent paths appearing consecutively in an hour but neither of their three shortest paths appeared consecutively even as a single pair in an hour during the two months of the data collection. Overall, we observe that only 29% of the analyzed ASes have a path that is one hop longer than the shortest and 12% of the ASes have a path that is two hops longer than the shortest observed path between any of its ingress-egress pair.

5.3 Utilization of Path Analysis
In this section, we focus on the total utilization of a path over the possible alternative paths between each ingress-egress pair of all ASes. In order to find the total utilization time ratio of a particular path, we sorted paths by their timestamps. For each set of consecutive paths, we identified its duration from the first observation to the last one as shown in Figure 27. The arrows indicate the time span for a particular path with multiple observations. In the previous section, we ignored the observations which have a gap longer than an hour in two timestamps. For this analysis, we included all observations into the duration calculation regardless of how distinct the timestamps were. For instance, we observe a path three times at $t_1$, $t_2$, and $t_3$. This specific observation duration $d_1$ is calculated as $t_3 - t_1$ irrespective of the duration between instances. Since there is no continuous interval for paths observed at $t_4$, it is not considered in the time duration calculation.

Later, we calculated the total time frame (i.e., the observation time) $t_{\text{total}}$ for this specific pair by $t_{\text{total}} = t_{i3} - t_1$. As we rank paths based on their frequency and their length, we sum up all durations of the currently focused path by $F_{\text{path}} = d_1 + d_2 + d_3 + d_4$. Next, we calculate the ratio of the focussed path over the total time frame by $FPR = F_{\text{path}} / t_{\text{total}}$ for the black-colored path. For each AS, we calculate FPR for every pair within the AS and then calculate the average of the FPR for all path pairs.

In Figure 28–lower-left, we ranked 2,541 ASes based on the average of their total time ratios with respect to the frequency. Also, in Figure 28–upper-left, we present the alternative path averages for each pair within the specific AS presented in Figure 28–lower-left. For instance, in Figure 28–lower-left, 1,316 ASes (i.e., 52% of the analyzed) have utilized a single path all the time for all of their ingress-egress pairs. However, 1,227 ASes have more than one route in between their ingress-egress pairs.

$$\text{total_time} = t_{i3} - t_1$$
$$\text{Focused_path_total (FPT)} = d_1 + d_2 + d_4$$
$$\text{Focused_paths_utilization_ratio} = \frac{\text{FPT}}{\text{Total_time}} \times 100$$

Fig. 27. Path utilization ratio calculation

Fig. 28. Total path utilization ratio for all ASes ranked by the path frequency (bottom-left) and shortest path (bottom-right), along with path alternatives between source-destination pairs for all ASes by the path frequency (top-left) and shortest path (top-right)
Similarly, in Figure 28-lower-right, we ranked the ASes based on the average of their total time ratios with respect to the length. In Figure 28-upper-right, we present the alternative path average for each pair within the specific AS shown in Figure 28-lower-right. For instance, in Figure 28-lower-right, 1,532 ASes (i.e., 60% of the analyzed) have utilized the shortest paths in all of their paths. Different from the frequency figures in Figure 28-upper-left, in Figure 28-upper-right, we see that even though the shortest path is utilized all the time, these ASes have alternative paths between their ingress-egress pairs. Furthermore, 1,011 ASes have utilized different length paths.

In both upper figures showing the average number of alternative paths, we occasionally see a large number of routes between the path pairs of an AS. For instance, AS 32934 was ranked as the 2,518th based on the total utilization and had 39 ingress-egress pairs in its domain. There were a total of 1,448 different path traces over these 39 ingress-egress pairs, as presented with an average of 37 alternative paths in the upper figure. Similarly, in the AS 14420, the shortest path was utilized 77% of the time, whereas one hop longer path was utilized 15% of the time. There were 19 ingress-egress pairs, with a total of 141 different paths between these pairs, resulting in an average of 7.4 alternative paths for the AS. Overall, we observe that more than half of the analyzed AS networks always use the same ingress-egress path, indicating they do not employ any load balancing. Also, 60% of the analyzed ASes utilize the same length paths while some of the paths differ.

6 RELATED WORK

While there has been extensive analysis of the end-to-end routing over the last two decades [12, 68], it is still focus of measurement studies as Internet evolves with new technologies such as Multiprotocol Label Switching (MPLS) [69], Multi-Path TCP (MPTCP) [70], Software-defined networking (SDN) [71], cloud computing [72], and edge computing [73]. Prior Internet path measurements mainly focused on the packet-loss, packet corruption, out-of-order packet delivery, routing convergence, and bottleneck bandwidth detection [12–14, 17, 74].

Overall, our findings confirm the prior works that report end-to-end paths observed between any given source-destination pair has great diversity [12–14]. However, none of the earlier studies focused on the intra-AS path characteristics. While some of the ingress-egress paths only use a single path, others alternate traffic over tens of different paths. We observe that only 40% of the ASes use a single path between any of their ingress-egress routers while the rest of them transmit their traffic over different paths. Interestingly, some of the largest ASes had a couple of hundred alternative paths between their ingress-egress routers indicating a very high level of load-balancing by their routers. This is aligned with prior work that indicated tier-1 ASes have higher use of MPLS tunneling [33]. Researchers also showed that there is considerable dynamism of BGP announcements [18, 74, 75]. Our results also indicate that while AS level paths are stable for short duration of an hour or a day, there is considerable change over the longer duration as end-to-end paths traverse through different ASes.

Routing anomalies have also been reported previously [22, 41, 76–78]. We similarly identify anomalies in four categories, namely, trailing repetitions, AS level loops, router level loops, and bounce-backs. While earlier work has pointed to the first three anomalies, this study is the first to show the presence of the bounce-backs across a network domain.

7 CONCLUSION

In this paper, we investigated the characteristics of Internet paths. Utilizing two months of traces that are collected every 15 minutes between 16,577 source nodes and 183 destinations, we performed a detailed analysis of path dynamics of end-to-end path paths along with intra-AS paths. Overall,
we observed significantly more trace anomalies and path dynamism at the AS level than at the router level.

Analyzing end-to-end paths for routing anomalies, we observe that 18% of ASes contain routing loops within their network indicating mis-configuration of routers. Some of the ASes had over 100 routers causing loops in the path traces through their networks. We observe a much higher rate of anomalies in the AS level, with 44% of path traces containing an AS loop, while 4.4% of end-to-end traces contained a router level loop. Additionally, we discovered that few of the ASes bounce-back packets, where some traces through their network traverse routers in both forward and backward directions.

About half the ASes had a single path between all of its ingress-egress pairs while others had altering paths. Considering end-to-end paths, we observe that only 22% cross the same ASes and hence would result in differing end-to-end paths. These results indicate that while individual ASes have more stable paths internally, end-to-end paths are much more dynamic. While earlier studies focused on the end-to-end paths and found highly dynamic paths (such as [8] reporting that over 60% of the end-to-end source-destination pairs to traverse more than 10 different paths and 50% of the pairs never have the same path), our results reveal that the main cause of this behavior is due to the BGP level dynamism rather than the router level dynamism.

Analyzing the prevalence and the persistence of path segments, we see that frequent or shortest paths’ average observation duration varies significantly from two months of measurement period to less than a minute. Results indicate that about half of the ASes utilize the same path for all of its ingress-egress pairs while others distribute the traffic over multiple paths. The alternate paths, however, are often a couple of paths with only a few ASes having tens of alternative paths on average. Finally, the majority of path segments through a network domain are not the shortest paths. While utilizing non-shortest paths could help avoid congestion, there are paths that are much longer than the observed shortest path.
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