1. [40 points] (U&G-required)

A company with a photocopying service that has a single large machine faces the following scheduling problem. Every morning, the company receives a set of jobs from its customers. Ideally, the jobs should be run on their single machine in an order that keeps their customers happiest. We know that customer $i$’s job will take $t_i$ time to complete. Given a schedule (i.e., an ordering of the jobs), let $C_i$ represent the finishing time of job $i$. For example, if job $i$ is the first to be done, we would have $C_i = t_i$; and if job $j$ is done right after job $i$, we would have $C_j = C_i + t_j$. Each customer $i$ also has a given weight $w_i$ that represents his or her importance to the business. The happiness of customer $i$ is expected to be dependent on the finishing time of $i$’s job. Therefore, the company decides that they want to order the jobs to minimize the weighted sum of the completion times, $\sum_{i=1}^{n} w_i C_i$.

Design an efficient algorithm to solve this problem: given a set of $n$ jobs with a processing time $t_i$ and a weight $w_i$ for each job, order the jobs so as to minimize the weighted sum of the completion times, $\sum_{i=1}^{n} w_i C_i$.

**Example.** Suppose there are two jobs: the first takes time $t_1 = 1$ and has weight $w_1 = 10$, while the second job takes time $t_2 = 3$ and has weight $w_2 = 2$. Then doing job 1 first would yield a weighted completion time of $10*1 + 2*4 = 18$, while doing the second job first would yield the larger weighted completion time of $10*4 + 2*3 = 46$.

**Note:** you have to prove that your strategy yields the optimal solution.

2. [40 points] (U&G-required)

A student camp counselor is in charge of organizing activities for a set of junior-high-school-age campers. He plans the following mini-triathlon exercise: each contestant must swim 20 laps of a pool, then bike 10 miles, then run 3 miles. His plan is to send the
contestants out in a staggered fashion, based on the following rule: the contestants must use the pool one at a time. In other words, the first contestant swims the 20 laps, gets out, and starts biking. As soon as the first person is out of the pool, a second contestant begins swimming the 20 laps; as soon as he or she is out and starts biking, a third contestant begins swimming … and so on.).

Each contestant has a projected swimming time (the expected time it will take him or her to complete the 20 laps), a projected biking time (the expected time it will take him or her to complete the 10 miles of bicycling), and a projected running time (the time it will take him or her to complete the 3 miles of running). The camp counselor wants to decide on a schedule for the triathlon: an order in which to sequence the starts of the contestants. Let’s say that the completion time of a schedule is the earliest time at which all contestants will be finished with all three legs of the triathlon, assuming they each spend exactly their projected swimming, biking, and running times on the three parts. (Again, note that participants can bike and run simultaneously, but at most one person can be in the pool at any time.) What’s the best order for sending people out, if one wants the whole competition to be over as early as possible? More precisely, give an efficient algorithm that produces a schedule whose completion time is as small as possible. Note: you have to prove that your strategy yields the optimal solution.

3. [20 points] (U&G-required)
Construct an optimal Huffman coding tree for the characters I with frequency 75, U with frequency 200, B with frequency 25, S with frequency 275, C with frequency 50, H with frequency 100, M with frequency 25, and P with frequency 250. How many bits are required to store the above characters using the resulting encoding? (Show your work for building the Huffman codes).

4. [20 points] (G-required)
Professor Gig A. Byte needs to store text made up of the characters A with frequency 6, B with frequency 2, C with frequency 3, D with frequency 2, and E with frequency 8. Professor Byte suggests using the variable length codes:
The professor argues that these codes store the text in less space than that used by an optimal Huffman code. Is the professor correct? Explain.

5. [20 points] (Extra credit)
Consider a long, quiet country road with houses scattered very sparsely along it. (We can picture the road as a long line segment, with an eastern endpoint and a western endpoint). The residents of all these houses are avid cell phone users. You want to place cell phone base stations at certain points along the road, so that every house is within four miles of one of the base stations. Give an efficient (greedy) algorithm that achieves this goal, using as few base stations as possible. Note: you have to prove that your strategy yields the optimal solution.