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Abstract

Many high-level video processing applications such as visual surveillance require the detection and tracking of objects of interest in the video. However, due to inherent changes such as waving trees, water surfaces, flickering lights, etc., the background may not be completely static even with a fixed camera. Therefore, background modeling becomes an essential and important part of such applications. Recently, the Support Vector Data Description (SVDD) has been introduced to address the issue of single-class classification when samples of only one class of data are available, i.e., background pixels. This paper proposes a method to efficiently train an SVDD and compares the performance of this training algorithm with the traditional SVDD training techniques. We extensively compare the results and performance of our proposed method with traditional SVDD and other classification algorithms on various data sets including real video sequences.

1 Introduction

Background modeling is one of the most effective and widely used techniques to detect moving objects in videos with a quasi-stationary background. In these scenarios, although the camera is considered to be fixed, the background is not completely stationary due to inherent changes, such as water fountains, waving flags, etc. In order to detect moving objects in such scenes the background of the video needs to be modeled. There are several statistical modeling approaches proposed in the literature. These approaches can be used to estimate the probability density function from which the data points are generated.

Parametric density estimation methods, such as Mixture of Gaussians techniques (MoG) are proposed in [4]. However, the parametric density estimation techniques may not be useful in applications when the data is not drawn from normal distributions. As an alternative, non-parametric density estimation approaches – also known as Parzen window – can be used to estimate the probability of a given sample belonging to the same distribution function as the data set [5]. However, the memory requirement of the non-parametric approach is high. These techniques are also computationally expensive since they require the evaluation of a kernel function for each data sample in the training data set.

Support Vector Data Description (SVDD) is an elegant technique which uses support vectors in order to represent a data set [7]. The SVDD represents one class of known data samples in such a way that for a given test sample it can be recognized as known, or rejected as novel.

In this paper we present a novel incremental learning scheme for training SVDDs. The proposed learning technique employs two factors in learning the support vector machines which guarantee its convergence. The convergence can be achieved by optimizing on only two data points with a specific condition [1]. The condition requires that at least one of the data points does not satisfy the KKT conditions [3]. Our experimental results show that the incremental SVDD training achieves higher speed and require less memory than the online [8] and the canonical training [7].

The rest of the paper is organized as follows. Section 2 discusses the methodology used in this paper for the training of SVDDs. In Section 3 a comprehensive quantitative and qualitative set of experiments is carried out to compare the proposed incremental SVDD with the online and canonical training algorithms. Finally, Section 4 concludes the paper and proposes future directions of study.

2 Methodology

In this section we present the background modeling algorithm employed by our approach. In order to discuss the proposed algorithm we first introduce the SVDD method and its application. Then, we present the proposed algorithm for incremental training of the SVDDs.

2.1 Support Vector Data Description

A normal data description gives a closed boundary around the data which can be represented by a hyper-sphere (i.e. \( F(R,a) \)). The volume of this hyper-sphere with center \( a \) and radius \( R \) should be minimized while containing all the training samples \( x_i \). To allow the possibility of outliers in the training set, slack variables \( \varepsilon_i \geq 0 \) are introduced. The error function to be minimized is defined as:

\[
F(R,a) = R^2 + C \sum_i \varepsilon_i ||x_i - a||^2 \leq R^2 + \varepsilon_i \quad \forall i. \tag{1}
\]

subject to:

\[
||x_i - a||^2 \leq R^2 + \varepsilon_i \quad \forall i. \tag{2}
\]

In order to have a flexible data description, as opposed to the simple hyper-sphere discussed above, a kernel function \( K(x_i,x_j) = \Phi(x_i) \cdot \Phi(x_j) \) is introduced. After applying the kernel and using Lagrange optimization, the SVDD function using kernels becomes:

\[
L = \sum_i \alpha_i K(x_i,x_i) - \sum_{i,j} \alpha_i \alpha_j K(x_i,x_j) \tag{3}
\]

\[
\forall \alpha_i : 0 \leq \alpha_i \leq C
\]

When a sample falls in the hyper-sphere then its corresponding Lagrange multiplier is zero. Only data points with non-zero \( \alpha_i \) are needed in the description of the data set, therefore they are called support vectors of the description. After optimizing the function in (3) the following equality constraint must hold:

\[
\sum_i \alpha_i = 1 \tag{4}
\]
Optimizing the functions in equation (3) is a Quadratic Programming (QP) problem. Generally the SVDD is used to describe large data sets. In such applications solving the above problem via standard QP techniques becomes intractable. The quadratic form of (3) needs to store a matrix whose size is equal to the square of the number of training samples. Due to this fact several algorithms have been proposed to present faster solutions to the above QP problem.

2.2 Incremental SVDD

Our incremental training algorithm is based on the theorem proposed by Osuna et al. in [3]. According to this theorem a large QP problem can be broken into series of smaller sub-problems. The optimization on these sub-problems converges when new samples are added as long as at least one violates the KKT conditions.

In the incremental learning scheme, at each step we add one sample to the training working set consisting of only support vectors. Assume we have a working set which minimizes the current SVDD objective function for the current data set. If a new sample belongs to the description then it satisfies the KKT conditions and its inclusion to the working set does not minimize the currently minimum objective function. If the KKT conditions do not hold for this sample, the SVDD optimization is solved for the new working set which includes the new sample. Since the working set contains only support vectors of the data set, its size is considerably smaller than the actual data set and the optimization can be performed efficiently.

From (4) it can be observed that Lagrange multipliers have a linear relationship. In order to further increase the optimization efficiency, we propose to solve the smallest possible sub-problem [1] which consists of only two samples. Since only the new sample violates the KKT conditions, at every step, our incremental learning algorithm chooses one sample from the working set along with the new sample and solves the optimization on these two samples.

Solving the QP problem for two Lagrange multipliers can be done analytically. This fact greatly reduces the burden of solving numerical QP problems and decreases the cost of the algorithm. Because there are only two multipliers at each step, the minimization constraint can be displayed in 2-D. The two Lagrange multipliers should satisfy the inequality constraint in (3) and the following linear equality constraint:

\[ \alpha_1 + \alpha_2 = \gamma : \gamma \leq 1 \]  

The main component of our incremental learning algorithm is based on an analytical method to solve for the two Lagrange multipliers. We first compute the constraints on each of the two multipliers. The two Lagrange multipliers should lie on a diagonal line in 2-D (equality constraint) within a rectangular box (inequality constraint). By expressing the two ends of this line we can easily find bounds for one of the two multipliers and from there proceed to the optimization process. Without loss of generality we consider that the algorithm starts with finding the upper and lower bounds on \( \alpha_2 \) which are \( H = min(C,\alpha_{i1}^{old} + \alpha_{i2}^{old}) \) and \( L = max(0,\alpha_{i1}^{old} + \alpha_{i2}^{old}) \), respectively. The new value for \( \alpha_2^{new} \) is computed by finding the maximum along the direction given by the linear equality constraint:

\[ \alpha_2^{new} = \frac{E_i - E_2}{K(x_2,x_2) + K(x_1,x_1) - 2K(x_2,x_1)} \]

where \( E_i \) is the error in evaluation of each multiplier. The denominator in (6) is a step size (second derivative of objective function along the linear equality constraint). Next, we determine whether the new value for \( \alpha_2^{new} \) has exceeded the bounds and needs to be clipped. We call this \( \alpha_2^{new} \). Finally, the new value for \( \alpha_1 \) is computed using the linear equality constraint:

\[ \alpha_1^{new} = \alpha_{i1}^{old} + \alpha_{i2}^{old} - \alpha_2^{new} \]

The process of optimizing the objective function for a multiplier pair iterates until all Lagrange multipliers satisfy the KKT conditions within a small error range.

2.3 The Background Modeling Algorithm

Figure 1 shows the proposed algorithm in pseudo-code format. The support vector data description confidence parameter \( C \) is the target false reject rate of the system, which accounts for the system tolerance. The Gaussian kernel bandwidth \( \sigma \) does not have a particular effect on the detection rate as long as it is not set to be less than one. For all of our experiments we set \( C = 0.1 \) and \( \sigma = 5 \). The optimal value for these parameters can be estimated by a cross-validation stage. The training of the support vector descriptors for each pixel is performed using our proposed incremental learning scheme.

3 Experimental Results and Comparison

In this section we present a set of qualitative and quantitative experiments. The experiments are conducted in two main categories. The first set compares the performance of the proposed method in training the SVDDs with traditional methods on synthetic data sets. In the second set of experiments we show the performance of the proposed technique in a real background modeling application.

3.1 Comparison on Synthetic Data

In order to show the performance of the proposed method and its efficiency we compare the results obtained by our technique with those of the online SVDD [8] and batch SVDD [7]. We compare the speed of the algorithms as well as several error values for these techniques using different number of training samples and different data sets.

The SVDD Training Speed. In this section we compare the speed of incremental SVDD against its online and batch counterparts. The experiments are conducted in Matlab 6.5 on a P4 Core Duo processor with 1GB RAM.

Figure 2(a) shows the training speed of our incremental SVDD, online and batch versions against the number of training samples. As seen, the proposed SVDD training technique runs faster than both batch and online algorithms and its asymptotic speed is linear with the data set size. The online SVDD runs in linear time but for larger data sets its training time is higher than the proposed method. Our observation showed that this is due to the fact that online SVDD retains more unnecessary support vectors than the proposed technique. Notice that the training of a batch SVDD is in the order of magnitude slower than the proposed method.
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Number of Support Vectors. A comparison of the number of retained support vectors for our technique and batch and online SVDD learning methods is presented in Figure 2(b). In this experiment, the parameters of the SVDD system are $C = 0.1$ and $\sigma = 5$ with a Gaussian kernel for all three classifiers. Our method keeps almost a constant number of support vectors. This can be interpreted as mapping to the same higher dimensional feature space for any given number of samples in the data set. Thus the proposed algorithm is suitable for applications in which the number of training samples increases in time, i.e., in the case of growing data sets such as long-term background modeling in videos.

Classification Performance. In Figure 3(a) the classification boundaries of the three SVDD training algorithms are shown. In this figure the dots are the training samples drawn from the banana data set and the circles represent the test data set drawn from the same distribution function. The $\ast$, $\times$, and $+$ symbols are the support vectors of the incremental, online and canonical SVDD training algorithms, respectively. The proposed incremental learning retains fewer support vectors compared to both online and canonical training algorithms. From Figure 3(a), the decision boundaries of the classifier trained using the incremental algorithm (solid curve) is objectively more accurate than those trained by online (dotted curve) and canonical (dashed curve) methods.

Figure 3(b) shows the Receiver Operating Curves (ROC) of the three algorithms. The solid curve is the ROC of the incremental learning while dotted and dashed curves correspond to the online and canonical learning algorithms, respectively. Notice that the true positive rate is higher for small false positive rates in the our learning algorithm compared to both canonical and online learning. The ROC curves for other two data sets are similar to Figure 3(b) and are not included due to lack of space.

Figure 3(c) and (d) show a comparison of the classification boundaries between the three SVDD training algorithms on a 2-D normal distribution (ellipse data set) and in 2-D (the egg data set), respectively. From Figure 3, the incremental SVDD results in more accurate classification boundaries than both online and canonical versions. Notice that the proposed method keeps a smaller number of support vectors to describe data sets compared to the other two methods.

Error Evaluation. Table 1 compares the classification error, $F_1$ measure, number of the support vectors, and learning time for the three learning methods. The experiments are performed on three data sets ("banana", "normal", "egg") with 1000 training samples and 1000 test samples. The $F_1$ measure combines both the recall and the precision rates of a classifier:

$$F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

Classification Comparison. Table 2 compares the classification error, $F_1$ measure and training and classification asymptotic time for various classifiers. As seen, the proposed training of the SVDDs reaches very good classification rates compared to other methods. The SVDDs trained with batch and online training techniques give good classification accuracy but are outperformed by our method both in terms of accuracy and efficiency. In all systems, the trade-off parameter is set to be $C = 0.1$. Kernel bandwidth for the three SVDD methods and the Parzen window is $\sigma = 3.8$. $K = 3$ is selected for the number of Gaussians in the MoG and number of nearest neighbors in the K-NN method.

3.2 Application to Background Modeling

In this section we show the results of our method applied to background modeling in video sequences. We applied the incremental SVDD (INCSVDD) to speed up the process in section 2. We also compare the proposed method with traditional background modeling techniques.

Presence of Irregular Motion. By using the water surface video sequence, we compare the results of foreground region detection using our proposed method with a typical AKDE [5] and MoG [4]. For this comparison the sliding window of size $L=150$ is used in the AKDE method. The results of MoG are shown in Figure 4(b), the AKDE method results are shown in Figure 4(c) and the foreground masks detected by the proposed technique are shown in Figure 4(d). As it can be seen, the proposed method gives better detection since it generates a more accurate descriptive boundary on the training data, and does not need an explicit threshold to classify pixels as background or foreground.

Difficult Scenarios. Figure 5 shows the results of foreground detection in videos using the proposed method. The water fountains in Figure 5(a), waving tree branches in Figure 5(b) and flickering lights in Figure 5(c) pose challenges in foreground detection. However, our method detects the foreground regions reliably and models the inherent changes in the background explicitly.

Comparison Summary. Table 3 provides a comparison between different traditional background modeling methods and our incremental SVDD (INCSVDD) technique. As seen in Table 3, the Wallflower method uses a K-means decision criterion, while
Figure 3. Comparison of incremental with batch and online SVDD: (a) banana data set. (b) Receiver Operating Curve (ROC) for banana data set. (c) ellipse data set. (d) egg data set.

Figure 4. Comparison of methods in presence of irregular motion in water surface video: (a) Original frame. (b) MoG results. (c) AKDE results. (d) INCSVDD results.

Figure 5. Results of the foreground detection using the proposed incremental SVDD for background modeling. Top row: Original videos. Bottom row: Detection results.

other systems—except INCSVDD—use a Bayes classifier. The only method which explicitly deal with the single-class classification is the proposed SVDD technique by fitting the description of data belonging to the background class. Other methods shown in the table use a binary classification scheme and use heuristics ([4] and [9]) or a more complex training scheme ([5]) to make it useful for the single-class classification problem of background modeling.

Only the INCSVDD technique is suitable for scenarios where there is a steady and slow change in the background. Other methods fail to build a long term representation for the background model because of the fact that their cost grows linearly by the number of training background frames. In scenarios where there is no empty set of background frames, called non-empty backgrounds, the INCSVDD method is suitable and works independently without any need to perform post-processing steps.

4 Conclusions

Tracking moving objects in videos with quasi-stationary backgrounds is a challenging task. In order to detect moving foreground regions in such videos the background and its changes should be modeled. Support Vector Data Descriptors (SVDD) can be employed in order to analytically model a single class of data (the background pixels). This paper proposes a method to efficiently train an SVDD by solving the optimization problem. Another advantage of our technique is its constant memory requirements, since the proposed method only requires the support vectors for its incremental retraining. We showed the results of the proposed technique in a real world background modeling application, while comparing the system with traditional techniques, both quantitatively and qualitatively.

The proposed incremental training of the SVDD is a general method that can be employed in many novelty detection applications such as face detection. The issue in face detection systems is that samples of only one class of the data (faces) are available. Most object recognition systems can be represented as a single-class classification application, hence the proposed training algorithm can be used to train their corresponding SVDD.
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Table 3. Comparison between the proposed methods and traditional techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>Memory Req.*</th>
<th>Comp. Cost*</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSVDD</td>
<td>SVDD</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>AKDE[5]</td>
<td>Bayes</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>MoG[4]</td>
<td>Bayes</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

* : Per-pixel  
N: number of training frames